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1 Introduction

A common task in machine learning research is binary classification where an object described by a set of features is associated with one out of two classes, e.g. classifying a text to be either positively or negatively phrased [7, 15]. Multi-class classification problems describe scenarios where the object is associated with one out of three or more classes. If an object can be part of multiple classes, one usually refers to multi-label problems. A more challenging scenario is when the labels are organized in a hierarchical structure where objects then refer to one or more given superclasses and their corresponding subclasses. If an object can be tagged with multiple labels which occur in a hierarchical structure, one refers to hierarchical multi-label classification (HMC) [18]. Neural network architectures have been shown to be an effective way for HMC [4, 16, 18, 19]. An algorithm that performs HMC can tackle the problem in two steps: first, it must understand and learn an accurate representation of the text it’s trying to classify. Second, it needs to use an appropriate classification approach that considers the hierarchical label structure and avoids unnecessary computation. A typical real-life scenario where HMC is performed is assigning a surgical report to OPS codes. OPS codes describe surgical procedures, naturally organized in a hierarchical structure [1, 8].

2 Thesis Objective

The goal of the master thesis is to explore the nature of surgical reports and their relation to corresponding OPS codes. An existing hierarchical neural network architecture is supposed to be improved in terms of mapping surgical reports to the correct OPS codes. The architecture is based on the Hierarchical Attention Network proposed in 2016 by Yang et al. [17]. The implementation supposed to be used as a starting point deviates from the original HAN [17] mainly in two aspects: the Word2Vec algorithm which is used for embedding the words into a vector space was replaced by the FastText algorithm presented in [11] and the Gated Recurrent Units [5] were replaced by LSTM cells [10]. The replacements led to improved accuracy and precision. Three possible improvement dimensions are supposed to be considered regarding better hierarchical multi-label performance: First, the replacement of the hierarchical attention network architecture by a flat recurrent neural network architecture with attention mechanism shall be considered, similar to the approach proposed in [15]. Second, the hierarchical attention network architecture shall be extended by a loss function which considers the hierarchical structure when being minimized during training. Third, a non-neural network architecture, e.g. a Support Vector Machine with Bag of Words is supposed to be implemented solving the same task. The performance of all three approaches will be tested and evaluated against each other as well as against the previous implementation. The models will be trained on a data set of german surgical reports and tested for their classification accuracy and training / prediction time. Furthermore, the precision and ROC curve will be
considered. The goal is to increase the amount of correctly classified OPS codes compared to the baseline model. Such an evaluation would be fairly useful in the field of clinical text analysis since a surgical report could be associated to the correct set of OPS codes with a higher probability.

3 Related Work

3.1 Text Embedding

Machine Learning models commonly expect the input data to be of a numerical type which directly yields the challenge of finding an accurate vectoral numerical representation of documents. In 2013 Mikolov et al. proposed two model architectures capable of learning vectoral representations of words while keeping word similarity by training a feed forward neural network on the relation of words and their context [13]. After training, the one-hot-encoding of a word may then be used as an index to extract its vectoral representation from the hidden dimension of the network. By considering the cosine distance one is able to calculate the similarity of two vectors respectively words. Word embeddings using this approach outperform previous approaches like N-grams and Latent Semantic Analysis Similarity [13, 20]. A rather broad overview of vectoral representations of text in deep learning is presented in [9]. An extension of the approach above was presented in 2016 by Joulin et al. in [11] where the proposed algorithm breaks words into their n-grams and uses the n-grams as inputs. In 2017 Bojanowski et al. present an approach to learn word embeddings through an extended skip-gram model [3] where a word is broken into a set of n-grams and the word representation is learned as the sum of its n-grams. This enables consideration of character-level similarities of words.

3.2 Text Representation

Once an similarity-preserving embedding of a document is found, a machine learning model still needs to learn its meaning. A common challenge in natural language models is to capture the relation of words which collectively form a meaning but don’t necessarily appear next to each other. Furthermore, the last sentence of a document may refer to the first sentence in the same document. These long-term relationships between words or sentences have be captured by the model. A popular neural network architecture tackling this problem is the Hierarchical Attention Network (HAN) [17] proposed in 2016 by Yang et al. The HAN uses bidirectional Gated Recurrent Units [5] in a two-level architecture. The first level processes the words of a sentence and encodes their relationship. The second level processes the resulting encodings for all sentences in a document to learn a document vector which may serve as the input for a further classification task. An alternative approach to the Gated Recurring Unit for capturing long-term relationships in sequences is presented in [10]. In 2017 the HAN has been extended to multilingual use by sharing several parameters
across different training processes (one for each language) in a single network and constructing a joint multilingual objective [14]. A different version of the HAN using convolutional layers was presented in 2018 by Gao et al. [6]. A combination of convolutional layers and Gated Recurrent Units is presented in [2] by Abreu et al.

### 3.3 Hierarchical Multi-Label Classification

Many approaches to multi-label-classification exist, some of them referring to extreme multi-label text classification (XMTC) where the label hierarchy is flattened and treated as a larger set of labels. In 2018 You et al. proposed a neural network architecture for multi-label text classification which uses word embeddings as input for a self-attention mechanism inspired by Lin et al. [12] to capture differently important parts of a text. For each label there is a separate attention layer followed by a fully connected layer which produces the output, that is the probability for the label. In [16] a neural network architecture of hierarchical multi-label classification is proposed by Wehrmann et al. which performs optimization on both local and global level. Local approaches train a classifier for every split in the label hierarchy and are much more computationally expensive. Global approaches train a single classifier which associates an object with its corresponding classes, these approaches tend to miss local information.

### 4 Methodological Foundation

#### 4.1 Methodology

The thesis means to give an overview of current approaches related to natural language processing, especially text representation learning and hierarchical multi-label classification. An existing network architecture is meant to be modified in three different ways. Two neural network architectures and a non-neural network approach will be implemented and explained. The networks will be implemented using Python and Keras (Tensorflow Backend) as they are common tools for such tasks. Once implemented, the models will be tested, evaluated and compared.

#### 4.2 Data

The data that will be used is a subset of 430,000 surgical reports from German hospitals. Each surgical report is a German text describing the disease of the patient as well as the corresponding surgical procedure applied. The description covers the used surgical techniques and information about the condition of the patient’s body (part) before and during the surgery. The reports usually contain Latin medical terms. For all surgical reports the correct OPS codes assigned by an accredited expert are known.
1. Amount of unique OPS codes: 134165
2. Minimum number of OPS codes per document: 1
3. Maximum number of OPS codes per document: 33
4. Average amount of OPS codes per document: 2.2
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