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1 Introduction and Motivation

With the MIMIC III Database (Medical Information Mart for Intensive Care) [JAR16], a database of electronic health records (EHR) of over forty thousand patients, containing over 2 million data points of medical treatment in intensive care units in the Beth Israel Deaconess Medical Center between 2001 and 2012 is made publicly available. This database includes information about demographics, vital sign measurements, laboratory test results, medications, caregiver notes, imaging reports and mortality and therefore offers a wide variety of sources for data analysis. This database has already been proven as a valuable source for different tasks for information extraction, most of which are very specific analyses and concentrate on a single disease or phenomenon [WFF+09, SRSM05, LMC07] or focused on an extracted subset of the database [USSD11, SSV+13].

For this diploma thesis we want to propose to use these EHRs for comparing systems for clinical entity recognition by extracting entities from clinical notes and linking them to the diagnosis given by the caregivers. Evaluations of knowledge extraction tools generally involve testing on texts, which are labelled with mentions by domain experts and then used to evaluate the results of each tool. Fully labelling a corpus as big as the MIMIC III database for this evaluation seems not reasonable, due to the huge time investment required and only using a small subset is prone for over-fitting or not covering all situations. The EHRs already contain a human labelling of its clinical notes in form of ICD-9 (International Identification of Disease) codes, which are tags for performed procedures and final diagnoses and are used for billing in the hospital. We believe, that these codes offer an opportunity to evaluate tools on a much bigger scale, since the used diagnosis codes depend on the available EHR about the patients hospital stay. If a patient is tagged with a diagnosis, it means that either the diagnosis itself, or the disorders responsible for a diagnosis is contained within the clinical notes. We want to focus on the clinical notes to extract clinical entities and investigate the value of this linked information for comparing the performance of different clinical entity extraction methods.

Identifying mentions of biomedical entities within clinical notes is crucial for automated handling of EHRs, as these mentions can be used to index natural language, for frequency-based analyses, to automatically extract relations between entities and many other applications [GdLX11]. Phrases within the text are recognized as known entities and linked to an external database (using a globally unique identifier). These clinical entities can either be references to named entities (entries from a dictionary, defined by a name and synonyms) or references to more complex objects like ontology concepts, which allows to take advantage of the semantic knowledge stored in ontologies like structural information (sub or super classes of concepts etc.).

Named entity recognition (NER) and named entity normalization (NEN, identifying a canonical unambiguous referent for ambiguous names [KJDR08]) have been extensively explored and many tools and methods are available for these tasks, but concept recognition (CR) is more complex, since concepts are not only defined by the term, which was given to them as a name, but by a class of objects, which is described within each concept. To identify the concept “Hypoglycemia” within natural language, it can either be mentioned by its name, synonyms, by describing the effect of this phenotype (a decreased concentration of glucose in the blood), or even only by mentioning a measured value of the glucose concentration. Therefore, simply relying on NER or NEN methods can not cover the full scope of recognizing concept mentions.

Another problem of automated handling of EHRs is, that they were written by caregivers and are generally used by other domain experts, which leads to a very domain specific language, filled with technical terms and abbreviations for these, which impedes the transfer of existing
tools to this specific domain. It is necessary to include knowledge about the domain in the knowledge extraction process, even more than within many other domains.

In this exposé we want to introduce a possible approach to use the EHRs to compare the performance of different state-of-the-art systems for clinical entity extraction. We want to use the ICD-9 diagnosis codes, given by responsible caregivers, to evaluate the quality of predicting ICD-9 codes from extracted entities.

2 Related Work

A wide variety of tools and methods for the NER task in the biomedical domain exists. These tools can generally be divided into 3 categories [KMR12]: dictionary based approaches, which match terms in natural language against a pre defined dictionary; rule-based systems, which use lexical or linguistic rules to identify entities; or machine learning techniques, which treat NER as a classification problem. Many tools also use a combination of the above, as especially machine learning approaches often use dictionaries or lexical rules. One of the most known tools is MetaMap [Aro01], which allows the discovery of UMLS Metathesaurus [Bod04] concepts in natural language. MetaMap analyses sentences by splitting them into phrases, which are then searched for named entities (with respect to acronyms, abbreviations and synonyms).

Another well known tool, more specialised on clinical terms is the C-TAKES system [SMO10], which recognises a wide variety of concepts in the SNOMED [SCC97] subset of UMLS.

These tools focus on extracting named entities and normalizing them by linking mentions to UMLS concepts, but can’t generally be used directly to recognize complex concepts (like phenotypes), since these concepts are often composed of multiple named entities (or mentioned indirectly). Recent research used NER tools to identify concept candidates and then applied rules to extract ontology concept mentions [KMR11, SCAG15, WA11] or converted the rules into features for machine learning techniques [KMR12, PSO13]. Some of these systems were only tested on biomedical literature and it is yet to be evaluated how well they perform on EHRs.

In the 2013 ShARe-CLEF eHealth challenge [SSV13], many systems competed in a task to extract disorders (UMLS concept within the semantic group “Disorder”), for which a dataset of 200 labelled clinical notes for training and a test set consisting of 100 labelled clinical notes was provided. A total of 32 teams submitted to the task, and the best system achieved an F1 score of 0.75 [RBN13] by extending Cocoa, a dictionary and rule based entity extraction system. Many of the systems were either based on C-Takes ([LWJS13] with an F1 score of 0.67), MetaMap ([ZHKN13] with an F1 score of 0.58) or a combination of these two ([OGS14] with an F1 score of 0.79). The winning team described the main issues of applying existing tools to the clinical domain as: phrases in the texts are peculiar to clinical notes, many common words are ambiguous and a large number of unknown acronyms is used.

A machine learning approach to extract clinical entities within hospital discharge summaries is presented in [TCW13]. A corpus, created for the 2010 i2b2 NLP challenge [USSD11], which had a similar task as the 2013 challenge, was used to evaluate their approach. Also a comparison of the performance of structural support vector machines (SSVMs) and conditional random fields (CRFs) was made, using a broad set of features. Their system outperformed all systems, which originally participated in the challenge and therefore seems promising for the NER task in discharge summaries.

In [GKD15], a comparative study of 3 other systems for HPO concept recognition is presented, evaluated using a gold standard for this task [CRBJ1], consisting of PubMed [IBI] article abstracts. In this study, a new system called Bio-LarK CR was introduced and com-
pared to 2 other systems. Bio-LarK CR was specifically developed for HPO concept recognition and uses a rule based approach, combined with pattern matching methods to recognise non-canonical phenotypes as well as conjunctive terms. The tools for comparison were the NCBO Annotator\textsuperscript{09}, which can be used to recognise ontology concepts from over 300 ontologies in unstructured text using a lexical matching and a rule based semantic expansion; and the OBO Annotator\textsuperscript{14}, which is based on linguistic patterns. Bio-LarK CR outperformed the other two systems in the experiments on the gold standard.

3 Goal

The MIMIC III database contains 6984 distinct diagnosis codes of 46520 patients, described by 61532 clinical notes, categorized into 15 categories (e.g. discharge summary, nursing, radiology, ECG, and many more). The goal of this thesis is to extract clinical entities within the clinical notes and to predict matching ICD-9 disease codes, based on found entities. We want to compare different state-of-the-art tools and methods to find the best approach. In the following section we will introduce our proposed method in detail.

4 Proposed Method

The idea of our method can be divided into two steps:

1. **Entity Extraction**: use existing tools to annotate the discharge summaries with clinical entities.

2. **ICD-9 code classification**: assign ICD-9 codes to discharge summaries based on extracted entities and compare performance of extraction tools

We want to compare a number of possible solutions for both steps. For the first step we want to look into using a number of NER and CR methods and existing tools. Some of the tools we want to compare generate an output, for which a mapping to ICD-9 codes exists. We want to compare the tools based on such mappings, if available. To allow a comparison of tools with different output codings, we will use a cross-fold validated classifier for predicting ICD-9 code labellings.

4.1 Data sets

As mentioned, we want to use the clinical notes contained in the MIMIC III database EHRs. As a proof of concept, to reduce required computation time and to allow for a more thorough evaluation we want to create a small subset by randomly selecting a number of frequently, commonly and rarely diagnosed disease codes and use clinical notes, linked to these codes. For each discharged patient, a note was created to summarize his hospital course. Since these discharge summaries contain a concentrated overview of the treatment and diagnoses, we want to focus on these for the entity extraction. The main data source used for entity coding by many of the proposed tools is the UMLS metathesaurus. It contains definitions, synonyms, relations and abbreviations for many clinical relevant concepts and the SNOMED subset already contains a mapping to ICD-9 codes \cite{OM15}, which we will be using for part of the evaluation (see chapter 5). Some of the proposed tools rely on biomedical ontologies as a source for their workflow. Some of the specialised ontologies we will use as background information for these
tools are the HPO (Human Phenotype Ontology) [KDM+13], ChEBI (Chemical Entities of Biological Interest Ontology [HdMD+13]), the PATO (Phenotypic Quality Ontology [Gko10]) and the FMA (Foundational Model of Anatomy Ontolgy [RMJ+03]) ontologies, which all are publicly available. For some of these ontologies (like HPO) a (uncomplete) mapping to UMLS or other ontologies is available, but generally no direct mapping to ICD-9 codes exists, since different domains are represented in the ontologies.

4.2 Clinical Entity Extraction

To extract entities from clinical notes we want to use existing tools and compare their performance. First, we want to run all tools (see next section for detailed listing) and use extracted entities to predict ICD-9 code assignments. Since different tools were created to extract different types of entities we want to include a second step, during which the tool outputs are used to train a CRF for phenotypic concept (HPO) extraction, since we believe that the most significant type for the prediction of tagged diseases are abnormal phenotypes (observable characteristics of an organism).

4.2.1 Named Entity Recognition

The list of tools and methods with generated output codings is shown in table 1 and an overview of the proposed workflow is shown in figure 1. As mentioned earlier, the most commonly used tools for NER in the clinical domain include MetaMap and C-TAKES. Both tools extract a wide variety of semantic types (like diseases or drugs) and have been used successfully for clinical entity extraction. We are also including the OboAnnotator, NCBO and HITEx [GSZ06], an open source natural language processing tool, focused on extracting information from medical documents. To include a purely machine learning based method, we want to include the system proposed by Tang et al. [TCW+13] (see section 2). A simple bag-of-words representation of the text contained in the clinical notes will represent unprocessed features as a baseline. With these we have a total of 7 tools to compare and evaluate.

Many available tools are not usable for our approach, since they are not publicly available
<table>
<thead>
<tr>
<th>Tool</th>
<th>Output coding</th>
<th>ICD-9 Mapping</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bag-of-words</td>
<td>Word-Vector</td>
<td>No</td>
</tr>
<tr>
<td>OboAnnotator</td>
<td>HPO concepts (Phenotypes)</td>
<td>Partial</td>
</tr>
<tr>
<td>MetaMap</td>
<td>UMLS concepts</td>
<td>Partial</td>
</tr>
<tr>
<td>C-TAKES</td>
<td>SNOMED concepts (subset of clinical UMLS concepts)</td>
<td>Yes</td>
</tr>
<tr>
<td>NCBO</td>
<td>Ontology concepts (various ontologies available)</td>
<td>No</td>
</tr>
<tr>
<td>HiTEX</td>
<td>UMLS concepts</td>
<td>Partial</td>
</tr>
<tr>
<td>CRF</td>
<td>HPO concepts (Phenotypes)</td>
<td>Partial</td>
</tr>
</tbody>
</table>

Table 1: Clinical entity extraction tools with coding schemes of extracted entities.

Figure 2: Phenotype extraction workflow overview.

(like Bio-LarK CR) or rely on web APIs (like becas [NCMO13]), which are not suitable for patient data. Other tools, that have proven to be efficient in the clinical domain, like MEDLEE [Fri95] seem not available anymore.

4.2.2 ICD-9 Classification

The selected clinical notes will be annotated using all 7 tools and the results will then be compared for their significance in assigning ICD-9 codes. A mapping for the SNOMED subset of UMLS to ICD-9 codes exists, so tools that generate UMLS output can be evaluated using this mapping.

To allow comparing results between different output codings, we will use classification algorithms for predicting assigned ICD-9 codes. Extracted entities can serve as features for classification methods, using well known algorithms like naive-bayes classification, the k-nearest-neighbours algorithm or classification using linear support vector machines. Which method is suited best will be evaluated in the thesis. Using these classification methods, the most likely ICD-9 code for the extracted clinical entities in each clinical note can be identified and, using cross-fold validation, the predictions generated by the results of each tool can be compared. To find the best approach for ICD-9 diagnosis prediction we also want to look into combining the outputs of different tools by combining the extracted entity mentions of multiple tools for ICD-9 code prediction and by combining the ICD-9 predictions generated by multiple tools.

4.2.3 Phenotype Extraction

The outputs of the mentioned baselines differ, since recognised concepts are contained in different ontologies or dictionaries. In [KMR12] Khordad et al. introduced a method for HPO concept extraction using a baseline system for semantic type tagging. The text is labelled using the
output of the baseline system and the CR task is transformed into a sequential labelling problem, which is solved with BANNER [LG+08], a CRF implementation for Java.

Extracting HPO concepts, generated by the different systems, has the advantage that results are more easily comparable. Also we believe, that using phenotypes to predict the outcome diagnosis is the most meaningful, since diseases are usually diagnosed by observing abnormal phenotypes. Found sequences for phenotype candidates then need to be mapped to HPO concepts using simple rules as mentioned in Khordad’s approach and can be evaluated using the test-suite of the HPO goldstandard [GKD+15].

We want to evaluate the feasibility of this process for the different baseline systems and compare the results of raw baseline output with identified phenotype concepts. This also enables usage of structural distance measures, based on the concept structure in the HPO. An overview of this approach is shown in figure 2. The entities, extracted by the earlier presented tools are used to label the clinical notes. A CRF is trained on a phenotype labelled corpus and then used to sequentially label clinical notes with phenotypes. These phenotypes are mapped to HPO concepts and used for the ICD-9 code prediction (using similar classification methods as mentioned in section 4.2.2).

Due to the necessity of a training corpus, it is yet unknown, if this evaluation is applicable. The earlier mentioned gold standard seems as a good starting point, but does not consist of discharge summaries or similar text types (it was created from biomedical article abstracts). Another possible corpus is the 2013 shARE/CLEF corpus, but we are still awaiting access rights for this data. At this point it is unclear, whether this phenotype extraction step will be feasible, since this approach relies on a high quality baseline method for semantic type tagging and having access to a training corpus. We reserve excluding this step from the diploma thesis.

5 Evaluation

After identifying entities using the presented methods and mapping or predicting ICD-9 codes to discharge summaries, we want to compare the results for all methods to find the best tool or combination of tools for ICD-9 code assignment. The correctness for predictions generated by a direct mapping can be checked by simply comparing manually tagged ICD-9 codes with the extracted mentions and calculating usual measures (precision, recall and F1 score).

The correctness of ICD-9 code predictions generated by a classifier can be evaluated through cross-fold validation. After removing a small subset of the selected document, the classifiers are trained on the remaining documents. For each removed document, the classifiers then calculates a probability for each code assignment. This allows to order assigned codes for each document by probability and checking, whether the most likely code is the correct one, or if the correct code is contained in the most likely predicted codes.

Since ICD-9 codes are defined in a hierarchical structure and ontologies contain structural information about relations between concepts, we want to look into using distance based measures to improve the evaluation estimates. If a code is predicted, which is structural close to the manually assigned code, the result is “less wrong” than one, which is structural distant.

We hope that this evaluation can show, which tools are suited well for usage in clinical notes and identify causes for shortcomings.
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