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1 Introduction 

The most common approaches for supervised machine learning operate under the closed world 

assumption. This means it is assumed, that every possible or existing class or label has been 

seen in the training data. If an unseen class appears in the test data or during the application of 

the machine learning system, it will predict one of the known classes with a high confidence. 

In contrast, open world or open set recognition methods aim to eliminate this issue of 

misidentified unknown classes, by identifying classes that have not been seen in training data 

and reacting accordingly. Regarding this matter much research has been done on open set 

recognition in the fields of image and object recognition. In their paper “Generalized Out-of-

Distribution Detection: A Survey” Yang et al. [1] introduce a set of methods that among others 

implement approaches for open set recognition. However, these methods and most of the 

research address image recognition tasks. There barely are methods and extensions that can 

explicitly be used on time series data. Due to the different structure of time series data in 

comparison to image data the extension of the already existing methods to application on time 

series data is not trivial.  

In this student research paper, the 34 methods on open set recognition in Yang et al.’s 

publication shall be filtered on to at most five methods that possibly are applicable on or easily 

extendable to time series data. For this purpose, two filtering stages, a prefiltering phase and a 

detailed filter, will be gone through. During the detailed filtering the implementations of the 

prefiltered methods will be executed on a benchmark of time series data. The final selection of 

methods will be explained in detail, the applied filter stages will be presented and the 

applicability of the methods or possible extensions per methods will be discussed. 

2 Background 

2.1 Open set recognition 

The common supervised learning approaches learn from a given fixed labelled train data set 

without considering other classes that may appear during test time and therefore use the closed 

world assumption. 

Closed World Classification: Classification under the closed world assumption assumes 

that all possible classes have been seen during training. Possibly occurring samples during 

testing phase would erroneously be classified into one of the known classes with high 

confidence [2]. 

However, this assumption is unrealistic in most real-world applications. Using a song 

recognizing application like Shazam as an example this assumption will not be correct with a 

significant probability in real world applications. In addition to the possibility of missing songs 



because of unpopularity new publications might appear daily. In addition, there is no guarantee 

of users only using the system on songs. The system could be exposed to humming of a human, 

animal noises or several other noise. These examples of unknown samples can be classified into 

two categories. 

1) Semantic Shift: The semantic shift describes unknown samples that are part of the context 

in which the system operates [1]. Using the above example this would mean new or unpopular 

songs.  

2) Covariate Shift: The covariate shift includes all unknown samples being out of context 

for the system, that means data that is from a different domain [1]. In the above example this 

would be equal to noises or recordings that are not songs. 

As systems using the closed world assumption would classify these unknown samples wrong, 

this behaviour is not desirable. In contrast the open set recognition problem tries to solve this 

issue. 

Open Set Recognition (OSR): OSR aims on the one hand to classify known samples that 

have been in the training data correctly and on the other hand identifying samples that have not 

been seen in the training data and therefore do not match into any known class [1]. 

This behaviour can be achieved using different approaches. Existing methods for open set 

recognition can be split up into three main categories, explained in the following.  

1) Classification-based methods: The initial approach on identifying unknown instances 

simply uses the softmax confidence score as an indicator to determine which instances are 

known or unknown and therefore are classification-based. 

2) Distance-based methods: Distance-based methods perform category-based clustering and 

prototyping on the data set in advance. Afterwards distances within clusters are calculated and 

used to expose samples that do not match into the clusters. Yang et. al [1] does not categorize 

distance-based methods further, however many of the listed methods use gaussian approaches 

for embedding or encoding. 

3) Reconstruction-based methods: Reconstruction-based methods are based on the behaviour 

of embeddings or encoder-decoder architectures to yield measurable differences for samples it 

has been trained for and samples it has never seen. Reconstructing the original sample from 

these results then causes different behaviour which makes unseen samples detectable. For 

detecting the unseen samples two common approaches are used. Sparse representation methods 

encode samples and use their dense representation as an indicator for differences while 

reconstruction-error methods use the error between the reconstructed sample and its original, 

assuming that known samples produce higher quality reconstructions [1].     



2.2 Time series classification 

Time series: We define a time series as an ordered sequence of data points over time. This 

order must not necessarily be by time, thus time series are sometimes also called data series. If 

each data point consists of one single value, the series is called univariate. In contrast if each 

data point is a vector and therefore consists of multiple values the series is multivariate. 

To classify time series data many techniques and algorithms have been introduced by previous 

research. Differentiating algorithms for classifying time series data by the feature types they 

aim to find in the data, as purposed by Bagnall et al. [3], yields into five basic method categories 

which will be explained in the following. 

1) Shapelets: One approach for classifying time series data is to search for certain 

subsequences defining a class in the data, so called shapelets. The shapelets may appear at any 

point or phase of the data. A classification is then determined by the existence or non-existence 

of one or more shapelets.   

2) Dictionary-based: Rather than classifying data based on the absence or presence of a 

pattern, dictionary-based approaches count reoccurring patterns and classify the data by the 

counted occurrences of patterns. 

3) Distance-based: Instead of searching for exact patterns in a time series, distance-based 

algorithms compare two data series using a distance measure like the Euclidean distance to 

determine decision boundaries.  

4) Interval-based: Algorithms based on intervals extract subsequences of random but fixed 

offsets and compute summary statistics such as mean or variance. Finally, a tree-based learner 

is used. These methods include a feature selection to determine expressive intervals.  

5) Convolution-based: Similar to Shapelets convolutional-based algorithms search for 

convolutions in the data. The main difference between these two approaches is the space the 

convolutions or shapelets are searched in. While Shapelets are found in instances of the training 

data, convolutions are determined by searching the hole space of possible data. 

3 Objectives 

Considering the large set of methods for open set recognition on the image and object 

recognition problem referenced in the base paper by Yang et al. this student research paper aims 

to filter those methods that potentially are applicable to time series data and run as well as 

evaluate the implementations of the filtered methods. Prior to filtering and testing methods this 

paper shall explain the motivation of open set recognition and give a light introduction into 

classifying time series data in order to provide a base for the following main objectives: 



1. From the large set of the 34 available methods for open set recognition filter down to 

up to five methods that are applicable to time series data and for which Python code is 

available. 

2. Give a detailed explanation on the backbone and the functionality of the filtered 

methods. 

3. Try to execute the existing implementations of the filtered methods on time series data. 

4. Elaborate possible necessary changes on the methods or the implementation to be 

applicable to time series data. 

From the aimed goals described above in addition the following side objectives derive, that 

shall be fulfilled in the process to the main objectives: 

1. Introduce open set recognition and classify it into the machine learning context. 

2. Point out the difference of time series classification to especially image recognition and 

provide a rough overview of to time series applicable machine learning concepts. 

3. Determine and present a measure of the term “applicability of machine learning 

concepts to time series data” 

4 Related Work 

In their paper “Generalized Out-of-Distribution Detection: A Survey” Yang et al. [1] provide 

among others a list of 34 methods for open set recognition. This paper is used as a basis in order 

to get a set of methods that can be filtered and evaluated regarding their applicability to time 

series data. To the best of my knowledge, there is no paper yet giving an overview of extendable 

or adjustable open set recognition methods for time series data. However, some research has 

been done on providing a specific method for open set recognition on time series data [4]. Also 

the paper on an intra class-splitting method mentioned in the basis paper already provides an 

improved version of the backbone of the method, that is extendable on time series data [5]. In 

A. Bagnall et al. [3] a set of methods for general time series classification is introduced, which 

can be used to compare backbones and determine if the methods listed in the basis paper are 

possibly applicable to time series data. 

5 Approach 

In their paper Yang et al. [1] reference 34 methods on open set recognition and multi-class 

novelty detection. During the student research project these methods will be filtered down to at 

most five methods in two stages, that potentially are applicable on time series data. In the first 

stage the methods will be observed theoretically and tested on certain criteria, while in the 

second practical stage a test and training dataset for a) covariate shift and b) semantic shift will 



be created, and implementations will be executed. The two stages and their goals will be 

explained in detail in the following.  

During the first stage, the methods will be prefiltered by the following criteria: 

• Code is available in the preferred programming language Python and can be run on the 

data intended for the method. 

• There is a reference to a possible extension to time series in the paper or the backbone 

of the method is generally applicable on time series data. 

• The backbone of the method is provided by a common Python library like Scikit-Learn 

or SciPy. 

• As many as possible different method categories are covered after consideration of the 

above criteria. 

The goal of this stage is to identify at most ten methods that would potentially be suitable for 

the research project.  

In the second stage, only the in the first stage prefiltered methods are considered and tested 

regarding the following process: 

• Two benchmarks of time series data will be created using the UCR time series 

classification repository (http://www.timeseriesclassification.com/) containing a 

covariate and semantic shift.  

• Found implementations of the prefiltered methods will be executed on the created 

benchmarks. 

To create an expressive benchmark covariate as well as semantic shift will be included in the 

data. To achieve this first a main topic will be chosen for the benchmark, afterwards on the one 

hand samples will be included in the test data benchmark that have not been in the training data 

but belong to the topic chosen before. On the other hand, data from other domains than the 

chosen main topic will be included in the test data to achieve a semantic shift. In addition to the 

latter, it could be tried to even include non-time series data like serialized images in the test 

data. 

The goal of the second stage is to determine methods for which the code provided is executable 

on the benchmark or for which the code can be made executable by small adjustments. After 

the second stage at most five methods should be left as the final set of methods applicable to 

time series data. 
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