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1 Introduction

When working with time series, motif discovery is one of the most common problems.
In simple terms motif discovery is the problem of finding shorter sequences that repeat
themselves within the time series. Since motif discovery is an unsupervised learning
problem, it is especially practical for exploratory data analysis and is used in a lot of
fields like computational biology and biochemical engineering [1] or seismic signals
[2]. One of the hurdles when it comes to motif discovery is the lack of ground-truth
data. The goal of this thesis will therefore be to establish more ground truth data
and evaluate the effectiveness and applicability of motif discovery algorithms to audio
books. Applying time series analysis algorithms to data extracted from human lan-
guage is especially interesting since it is such a widely common and relatively easy
to comprehend type of data, therefore opening up the possibilities of providing results
that are interesting to a wide range of scientific fields. However, human language can
also be very complex and diverse, potentially making it more challenging to work with
such recordings.

2 Background

This section provides a brief rundown of important definitions, since there are some
inconsistencies throughout literature.

Definition 2.1 Time Series: A time series T = (t1, t2, ..., tn) is an ordered sequence
of real-values ti ∈ R with length n.

Since time series can be very large, it is often helpful to look at a subset of values.

Definition 2.2 Subsequence: A subsequence Tp = (tp, ..., tp+m−1) is a subset of m

values from T starting from position p.

To compare subsequences with each other, a distance function is necessary.

Definition 2.3 z-normalized Euclidean distance: Given two subsequences Tp,Tq with
mean µp,µq, standard-deviation σp,σp and length n, their z-normalized Euclidean dis-
tance (z-ED) is defined as

z−ED(Tp,Tq) =

√
n−1∑
m=0

(
tp+m−µp

σp
− tq+m−µq

σq
)2 [3]
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Figure 1: The global minimum of a matrix profile indicates the most conserved pattern
(motif). Source: https://stumpy.readthedocs.io/en/latest/Tutorial AB Joins.html

Using this distance function, subsequences that are similar to each other can be de-
tected.

Definition 2.4 r-Match: Two subsequences Tp,Tq (both with length n) of T are called
an r-match if and only if they share less than n/2 common offsets of T and z −
ED(Tp,Tq)≤ r ∈ R.

In order to define k-Motiflets, the extent of a Motif set needs to be defined, first.

Definition 2.5 Extent: Given a time series T and a set S of subsequences of T , each
with length n, the extent of S is the maximal pairwise distance of elements from S:

extent(S) = max(S(1),S(2))∈SxS(z−ED(S(1),S(2))) [3]

With those definitions, the k-Motiflet can be introduced next.

Definition 2.6 Top k-Motiflet: Given a time series T , cardinality k ∈ N and length
n, the top k-Motiflet of T is the set S with |S| = k subsequences of T of length n

for which the following holds: All elements of S are pairwise d-matching, with d =
extent(S), and there exists no set S´ with extent(S´) < extent(S) also fulfilling these
constraints. [3]

A Pair Motif can also be represented as the global minimum of a matrix profile
(Figure 1) of a time series.

Definition 2.7 Matrix profile: A matrix profile P of time series T is a vector that
stores the z-normalized Euclidean distances between each subsequence of T of length
n and its nearest neighbor [4].
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3 Related Work

Motiflets [3] is a motif discovery algorithm, that - unlike most motif discovery algo-
rithms - takes the number of occurrences of a certain motif as the central parameter
instead of the maximal distance between the motif’s occurrences, making it more in-
tuitive and easy to use and providing more accurate results.
In their paper The Geneva Minimalistic Acoustic Parameter Set (GeMAPS) for Voice
Research and Affective Computing [5] Eyben et al. present a ”basic standard acous-
tic parameter set for various areas of automatic voice analysis” containing a total of
88 features. Their work is publicly available with the openSMILE toolkit [6], which
will be the base to isolate the speakers voice in the audio book time series used in this
project.

4 Objectives

This project’s goal is to create a benchmark with ground truth data for motif discovery,
extracted from audio books. Audio books provide a good source for this, since a single
book results in multiple hours of audio files, therefore providing a large amount of data.
The correctness of results based on human language tend to be easier to evaluate and
analyse than if we were to use other sources (like animal noises or acceleration data).
As opposed to songs, audio books do not contain different instruments and effects that
could skew the motifs. When reading a text, we assume that a person pronounces reoc-
curring words in similar ways every time they appear but the same thing can’t be said
about singers, since they often manipulate the pronunciation to match the melody and
add flourishments to their words. This leads to the hypothesis that audio books could
produce more accurate results for motif discovery.
A few problems that need to be addressed while creating the benchmark are (a) iso-
lating the speakers voice, (b) dealing with silence to avoid having that be the most
common motif, (c) synchronizing the words and audio with each other and potentially
(d) filtering out stop words like ”the”, ”a” or ”it”. After creating the benchmark, the
Motiflets algorithm will be applied in order to evaluate and plot the results. After-
wards, an opportunity to further extend the benchmark would be using different books
to increase variety or using multiple speakers to evaluate whether or not different vocal
tones, mother tongues or accents have an effect on the results. Both cases bring up the
challenge of detecting motif-sets between two time series, which needs to be dealt with
sensibly.
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4.1 Data Collection

There is a plethora of audio books online to choose a fitting sample from. Alternatives
to that are reading the text and creating new recordings or utilizing AI technologies
that are capable of producing human-like audio files from a text. In either case it is
important to ensure that the audio and text files match exactly and neither file contains
added filler words like ”Chapter x” that aren’t present in the other.

4.2 Data Organization

The audio files need to be converted into csv files so that the algorithm can work with
them, which can be done in python using Scipy [7]. The corresponding text does not
need to be converted since it is already in plain text.

4.3 Data Preparation

One of the possible problems that need to be solved within the course of this thesis
is silence. In most audio recording of human language, silence will be the most com-
mon motif. This can be dealt with proactively by removing the silent parts of audio
beforehand or coping with the silent motifs afterwards. The speaker’s voice needs to
be isolated within the recording, which can be done by experimenting with different
acoustic parameters like the 88 audio features mentioned above. Another problem is
accurately identifying and matching the words to the correct timestamp of the audio
file to ensure each motif can be labeled correctly. To compare motifs found in audio
files of the same book, read by different speakers, it might be necessary to match the
lengths of the words by ensuring they are speaking at the same pace in the first place
or editing the files afterwards.

4.4 Benchmarking and presentation

Once the data has been prepared for further use, the Motiflets algorithm will be applied
and the results can be evaluated. A valid result is the correct identification of the most
frequent words or phrases. Filtering out stop words offers a result that is more tailored
to the specific book and it’s storyline. This might also be achievable by searching long
motifs instead, which can be a more efficient approach, since filtering out stop words
in recordings is not trivial.
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5 Results

The main programming language of this project will be Python. The results will be
visualized using the plotting library Seaborn [8]. Everything will be documented in a
Jupyter Notebook [9] and published in a GitHub repository.
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