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1 Introduction

A time series is a sequence of values ordered by time. Time series classifica-
tion is a form of supervised learning to learn from time series with labels and
then predict the class label of time series with an unknown label. The main
difference to general classification algorithms is the ordering of the values.

There are different approaches used in time series classification but many
state-of-the-art classifiers are using (sliding) windows (subsequences) to pro-
cess the time series. The goal is to extract specific local patterns in the time
series which then helps to classify the time series.

ROCKET [DPW20] is a relatively new classifier that promises lower com-
putational complexity with the same accuracy when compared to many state-
of-the-art classifiers. ROCKET uses a sliding window combined with dilation
and gets results faster with the same accuracy [DPW20]. Dilation describes
the spacing between values inside the sliding window so the effect of dilation
is smoothening a time series by deliberately ignoring some values. With in-
creasing dilation, it is possible to capture the same pattern at different scales
and look at a wider range of data without increasing the number of values
inside the window, hence keep the memory and computation usage low.
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In most state-of-the-art classifiers there is no dilation (meaning zero spac-
ing) in between the values inside the sliding window, instead the size of the
window hence the number of values is increased to capture a wider scale,
consequently the memory and computation complexity rises too. Instead of
taking an increased number of values to capture a wider scale, it is possible
to increase only the dilation of the sliding window. With only increasing
the dilation, the memory and computation complexity is kept low and the
input time series gets sampled implicitly. The objective is of this thesis is to
examine what effects the use of dilation has.

This study project is about applying a window with dilation to different
time series classification algorithms that use a windowing approach and ex-
amine the difference in performance, memory and accuracy. The goal of this
thesis is to figure out if the promising results from ROCKET are transferable
to other time series classifiers by means of dilation.

2 Background and Definitions

Time series: A time series T = (t1, t2, ..., tn) represents a collection of n
values obtained from sequential measurements over time, often sampled at
equal time intervals. [EA12]

Sliding window: A sliding window is a 1-dimensional array of values of
fixed length l that slides over the input time series, extracting subsequences
of length l of each offset.

Convolutional neural network: A Convolutional Neural Network (CNN)
is an artifical neural network with the purpose of detecting patterns in the
input using convolutional kernels which act as a filter. A convolutional layer
of a CNN receives the input, convolutes it with one or more convolutional
kernels and passes the output to the next layer. Then a pooling layer reduces
the spatial size of the convoluted features. This combination of convolution
and pooling can be applied to the data multiple times. With the use of those
layers, it is possible for the CNN to detect complex patterns in the input
data. [AMAZ17]

Convolutional kernel: CNNs use convolutional kernels inside the convo-
lutional layers to detect patterns in the input. In the application of time
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series, the kernel is a one dimensional vector of weights with a size, bias,
dilation and padding. The weights are the skalar values stored inside the
kernel, the size is the number of values inside the kernel and the bias is
added to the result after the convolutional operation. The dilation describes
the space between the values in the kernel itself. With dilation, it is possible
to capture the same pattern at different scales and look at a wider range of
data for the convolution without increasing the number of values inside the
kernel hence keep the memory and computation usage low.

The padding handles the start and end of the input time series by ap-
pending a default value (typically zeros) to the time series so the middle of
the kernel can start at the first real value of the time series.

After defining a kernel, it is applied to the time series through a sliding dot
product to create a transformed time series. In this context, a 1-dimensional
kernel is often referred to as a sliding window. [DPW20]

Pooling: The application of k random convolutional kernels to the input
time series results in k feature maps with each as long as the input time
series. To further work with the feature maps, pooling is used to reduce the
dimensionality and achieve spatial invariance. [DPW20]

Pooling combines the outputs of the convolution into one data point.
So the pooling output is a more compact representations with a better ro-
bustness to noise inside the data. It also reduces the memory usage and
computational complexity in the CNN. [BPL10]

One pooling approach that is also used in ROCKET is global max pooling.
The output is the maximum value from the input feature map. The second
pooling approach used by ROCKET is called proportion of positive values
(ppv). The output is the proportion of positive values from the feature map.
[DPW20]

Figure 1: 1D Global max pooling [Glo]
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Sliding window with dilation: In this project the window has a length l
and a dilation size d. The dilation describes the spacing between values inside
the sliding window (see Figure 2 for an example). The length is defined as
the number of values inside the sliding window + the empty spaces between
them (defined by the dilation size d).

In the context of most state-of-the-art time series classifiers, a sliding
window is used to extract subseries of the time series. These samples are then
used to analyse the patterns inside the input time series e.g. the frequence
of specific patterns. To capture patterns at a wider scale, the length of the
window is increased by means of increasing the number of values. There is
no dilation used.

In the classifier ROCKET, the sliding window is a 1-dimensional dilated
convolutional kernel, so the time series gets dilated and convoluted to create
transformed time series. In contrast to most state-of-the-art time series clas-
sifiers to increase the window size, the dilation factor is increased. This keeps
the number of values inside the sliding window the same while increasing the
overall length of the sliding window and capturing patterns at a wider scale.

Figure 2: Example of a dilated convolutional kernel

3 State-of-the-art Classifiers

There are many different approaches to classify time series. Bagnall et al.
[BLB+17] categorized them. One approach for each dilation applicable cate-
gory was chosen, to examine the dilation approach applied to different types
of classification algorithms:

1. Distance based / Whole Series:
Distance based classifiers compare two time series as a vector and cal-
culates the smallest distance between them. The classification is then
based on the distance between the input time series and already labeled
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time series. These classifiers don’t use sliding windows so it is not pos-
sible to apply dilation. Therefore this category is not considered in this
project.

2. Interval based:
Interval based classifiers select random intervals of the time series, com-
pute summary statistics over these intervals and classify’s them based
on these extracted features. This approach uses windows to select val-
ues for computing the summary statistics so dilation can be applied to
extract new features at multiple resolutions. In this project the inter-
val based approach is represented by the Time Series Forest Classifier
(TSF). [DRTV13]

3. Shapelets:
Shapelet based classifiers try to detect characteristic subsequences of
the time series that represents a class and use the presence or absence of
these subsequences to classify unknown time series. A single shapelet is
a subsequence in a time series. To find and extract these characteristic
shapelets a sliding window is used. So dilation can be applied directly
to the window for shapelet extraction and different dilated shapelets
can be used for classification. In this project the shapelet based ap-
proach is represented by the Shapelet Transform classifier. [LDHB12]
Guillaume et. al. implemented random dilation in Shapelet Transform
that improved global performance, especially scalability, in the state-
of-the-art shapelet algorithm. [GVE22] This paper is also used as a
reference to try good parameters for the benchmark of this project.

4. Dictionary Based:
Dictionary-based classifiers transform time series into a sequence of
discrete ”words”. Classification is then based on the frequency of these
words. To extract these discrete ”words” a sliding window is used.
With dilation inside the sliding window it is possible to detect dilated
”words” at mutliple resolutions. In this project the dictionary based
approach is represented by the Bag of SFA Symbols (BOSS) classifier.
[Sch15]
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4 Objective

ROCKET shows that with dilation, it is possible to capture same patterns
at different scales and look at a wider range of data without increasing the
number of values inside the kernel hence keep the memory and computation
usage low. [DPW20] The objective of this project is to see, if this dilation
approach can also improve other state-of-the-art classifiers. So dilation is
used to sample the input time series and then the dilated time series gets
classified with those different state-of-the-art classifiers mentioned above.

Performance, memory usage and accuracy are going to be measured and
compared to the classifications without the first step of applying the dilated
sliding window. In addition the effect of varying the parameters of the sliding
window on the measurements are going to be examined. So the goal is to
look at performance, memory and accuracy to see if dilation inside the state-
of-the-art classifiers can improve any of it without impairing another one.

5 Methods: Using Dilation in state-of-the-

art classifiers

A simple mapping is used, to avoid the need of re-implementing the whole
algorithms from each approach: The dilation will be applied beforehand on
the time series. In essence this dilation mapping basically only rearrange the
time series to mimic the dilation before the actual windowing process inside
the classifiers happens. For the dilation mapping there is one parameter, the
dilation size d, i.e. the spacing between the values.

Figure 3: Example of the dilation mapping with d = 2
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The dilation mapping splits a time series into d + 1 sequences and con-
catenate them. It starts at the first element of the input time series and
takes every dth element to create a new sequence. The next sequence of ele-
ments starts at the second element and takes every dth element from there.
This process is done d + 1 times, so every element is inside one sequence.
At the end all sequences are concatenated to the dilated time series. The
dilated sliding window approach is split into two steps. The dilation is ap-
plied with the dilation mapping (parameter: dilation size d) and the sliding
window without dilation is applied inside the state-of-the-art classifiers. The
produced samples in the dilated sliding window method (from ROCKET)
and the two step method (this project) are the same, except d additional
samples are in the two step method. Those are the result from values of
two sequences. However with a relatively small dilation size compared to the
number of values inside the time series, it is expected to not have a big effect
on the result. For an example to see that this mapping works, see Figure 4.
On the left side is our dilation mapping and the result is passed to a state-
of-the-art classifer. On the right side is the application of dilation directly
inside the sliding window. The resulting samples are the same except the
one sample that is the result from two sequences.
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Figure 4: Dilation + Sliding Window vs. Dilated Sliding Window

There are multiple parameters to set for different results. The dilation
size and the parameters of each classifier. Determining how these values are
set the best, is part of the project progress as most classifiers vary the length
of the window, we expect to adapt this parameter. For training, validation
and testing, the UCR dataset [DKK+18] is used. The following is the rough
procedure of the project.

1. Obtain baseline results for the different time series classifiers with the
UCR dataset

2. Implement the dilation step prior to classification

3. Evaluate the different time series classifiers with the UCR dataset and
learn optimal parameters with dilation

4. Compare results to each other and get to a conclusion
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