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1 Introduction

Biomedical event extraction (BEE) is a complex but important task in natural language
processing of biomedical text (BioNLP) [1]. It can be done by extracting and structuring
the information out of a biomedical text and generating a graph out of it. In BEE, a
model receives a text (typically with entity annotations) as input and generates as output
a graph describing the relations between the entities in form of events.
Recent research has shown that the performance of various NLP tasks is improved by
transforming information extraction tasks into translation tasks through a special natural
language description (NLD) and training generative language models on it [2]. The used
extraction models are inherently label-hungry and generalize poorly across domains [3].
The existing biomedical data sets for event extraction are rather small compared to their
complexity [4, 5, 6, 7, 8, 9, 10, 11]. The performance of the language models also relies
on the given natural language description [12].
Pre-trained large language models (LLM) achieve already comparable results to state of
the art models with just a few (5 to 50) training examples (few-shot learning) [2]. Event
Extraction is a good task to use few-shot learning (FSL) on because of the small size of
the data sets. Still, there is no research about the performance of LLM with few-shot
BEE yet.
For this project, we want to train several models with different NLDs with few-shot set-
tings on event extraction. We want to show the importance of choosing the optimal NLD
and compare different LLMs on BEE.

1.1 Goals for this Work

In this project, we will explore whether we can improve FSL for BEE by transforming the
BEE task into a text-to-text translation task [13] and applying in-context learning with
LLMs to it [2]. For this task, a processing pipeline has to be built that creates example
prompts to train the large language model and then evaluates the result of the output.
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As a language model, we use GPT-3 [2] or a comparable models like BLOOM [14] or
OPT [15]. To make use of the GPT-3 model OpenAI provides an API for prompting [2].
The API can be used to experiment on a pre-trained GPT-3 model but it comes with a
service charge.
That is why in the Section 3 a cost overview will be provided for the given experiments.

2 Background and Related Work

2.1 Biomedical Event-Extraction

BEE is a complex task in NLP in which a model has to find events in a text with spe-
cific types and their related arguments [3]. A significant distinction between BEE and
general domain event extraction is that in BEE, often, events have not only entities as
arguments but also other events. In other words, the output graph produced by BEE is
often strongly connected. In contrast, in general domain event extraction, it is usually a
set of small isolated graphs (one per event) [2].

2.2 Structured Prediction as Translation

When working with a generative LLM like GPT-3 the output is plain text. Therefore, the
event extraction task has to be transformed into a translation task for extracting the in-
formation. John et al. [2] presented a framework called ’Translation between Augmented
Natural Languages’ (TANL) to solve structured prediction tasks with a generative lan-
guage model. This framework allows us to solve tasks like relation extraction, named
entity recognition, and event extraction, among others. They used a special language de-
scription by annotating the input and output sentence to easily extract the information
from the sentence.
The language description follows a strict pattern to extract the information easily in the
post-processing. The language description is tested for relation extraction, named entity
recognition, and simple event extraction tasks [2].
In preliminary experiments, we found that language models like T5 are capable of per-
forming the event extraction task [12]. Many other experiments have shown, that the
underlying NLD does affect the performance of the model [2, 12, 16]. We will experiment
with different NLDs to find out which NLD does bring the best performance on BEE.

2.3 Learning with LLMs

The goal of few-shot learning (FSL) is to solve a given task with a small number of exam-
ples (5 to 50) [3]. While for humans only a few examples are needed to generally perform
a new language task, smaller language models like BERT require task-specific data sets
of thousands or tens of thousands of examples for fine-tuning [2].
Recent LLMs achieve SOTA performance in zero-shot (no example given) or few-shot set-
tings because of their pre-training process. Those models are pre-trained on a language-
modelling task on a large dataset that can contain around 500 billion tokens [17].
LLMs are pre-trained in multiple languages and some are even trained in a programming
language to be applicable in a wider range of contexts [14].
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Instead of fine-tuning the model, we use in-context learning to train the model on the
BEE task.
In-context learning is a special adaptation of few-shot learning, where the model learns
a task with just k input-output examples, without optimizing any parameters. This can
be done by parsing the input-output examples and the input example on which the task
should be performed all in one prompt into the language model. The model then makes
a prediction on the last given input sequence based on the other input-output examples
in the prompt. Using in-context learning with LLMs has shown SOTA comparable per-
formances in biomedical information extraction (IE) tasks [18].
This learning process makes it faster to test different NLDs without fine-tuning the whole
model. It also is more applicable to the BEE task because of the smaller size of the data
sets.

2.4 GPT-3

GPT-3 is an autoregressive language model that achieves strong performance on many
NLP data sets in few-shot settings [2]. It is trained on roughly 300 billion tokens from
the Common Crawl data set [19] and has 175 billion parameters. It achieves strong per-
formance on many NLP datasets, including translation [2]. That’s why using GPT-3 for
event extraction on biomedical text could be promising. In preliminary experiments, we
found that GPT-3 is capable of translating into the proposed natural language descrip-
tions with just three or four given examples.

3 Approach

The proposed project consists of two parts. The first part aims at implementing a pro-
cessing pipeline for creating input examples for the LLM. Therefore, a data parser from
BigBio will be used to download and parse the data sets [20]. We use three data sets, from
several academic authors who provided those data sets for different shared tasks between
2011 and 2013 [4, 6, 9]. The processing pipeline builds input and output sequences from
the training data sentences and input sequences from development set sentences. When
using the TANL natural language description the sequences are annotated as follows:
In the input sequences, the given gold entities are marked with special tokens [ ]. In the
output sequence, the event trigger is marked with the same special tokens. The output
sequence is a gold prediction for the single example. Every input and output sequence is
also labeled with a special head token. The token is either ’Input’ or ’Output’ depending
on the sequence. For every development set sequence, an input prompt will be built. The
structure of the input prompt is as follows:

• A head token that specifies the task of the input prompt.

• A number k of training examples with input and its corresponding output sequence
from the training data.

• the input sentence from the development set

The prompt is depending on how many previous examples the model should see before
predicting the output sequence. Figure 1 shows an example of a single input prompt with
k = 2 as the number of examples.
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Figure 1: An example prompt with sentences from [9] with the input example and output generation.
’Translate’ is the head token that indicates the model that the following input task is a
translation task. ’Example:’ is the head token of every input sequence to label those
sentences as inputs and ’Output:’ labels all gold sentences as output examples. The last
’Output:’ example ist the one that the model should generate.

After extracting the information from the model’s output text, the results will be
evaluated with the standard metrics of precision, recall, and F1 [4].
As already mentioned accessing GPT-3 via its API comes with charges. Depending on
the model version one thousand input tokens cost between 0,0004 and 0,02 $ Dollars.
The average token number of all sentences in the three given data sets is 37 tokens. So
if we want to test three different data sets we would have roughly around 37 tokens per
sentence and about 12000 sentences [6, 9, 4]. Predicting all development sentences in a
k shot setting with k = 10 examples (one example is an input and the corresponding
output sequence) would cost roughly 100 $.
The experiments will be done with various input example combinations from the test set
and various numbers of sequence inputs from the development set.
Our research will attempt to answer the following questions:

• Can we train large language model for BEE with in-context learning in a few-shot
setting?

• How do different NLDs affect the performance of the LLM?

• How good is the performance of GPT-3 compared to other LLMs (Galactica [21],
Bloom [14], OPT [15], or GPT-J)?

With the first research question, we want to prove that it is possible to train an LLM
on BEE with in-context learning in few-shot settings. We, therefore, use the same NLD
as in the TANL framework [2] and train an LLM that is comparable with the GPT-3
structure on the BEE task.
In our second experimental set-up, we change the NLD to figure out the importance of
the NLD when working with a generative language model. We want to test at least two
additional NLDs.
And for our last topic, we want to compare the GPT-3 model with other open-source
large language models. We, therefore, want to use at least two state-of-the-art LLMs and
train them on BEE with in-context on the best working NLD with few shot settings, as
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well as GPT-3.
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