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Abstract. Research on novel tools for model-based development differs
from a mere engineering task by providing some form of evidence that a
tool is effective. This is typically achieved by experimental evaluations.
Following principles of good scientific practice, both the tool and the
models used in the experiments should be made available along with a
paper. We investigate to which degree these basic prerequisites for the
replicability of experimental results are met by recent research report-
ing on novel methods, techniques, or algorithms supporting model-based
development using MATLAB/Simulink. Our results from a systematic
literature review are rather unsatisfactory. In a nutshell, we found that
only 31% of the tools and 22% of the models used as experimental sub-
jects are accessible. Given that both artifacts are needed for a replication
study, only 9% of the tool evaluations presented in the examined papers
can be classified to be replicable in principle. Given that tools are still
being listed among the major obstacles of a more widespread adoption
of model-based principles in practice, we see this as an alarming signal.
While we are convinced that this can only be achieved as a community
effort, this paper is meant to serve as starting point for discussion, based
on the lessons learnt from our study.

Keywords: Model-based development - Tools - MATLAB/Simulink-
Experimental evaluation - FAIR principles - Replicability.

1 Introduction

Model-based development [646] is a much appraised and promising methodol-
ogy to tackle the complexity of modern software-intensive systems, notably for
embedded systems in various domains such as transportation, telecommunica-
tions, or industrial automation [30]. It promotes the use of models in all stages of

* This work has been supported by the German Ministry of Research and Education
(BMBF) under grant 01IS18091B in terms of the research project SimuComp.



2 Alexander Boll and Timo Kehrer

development as a central means for abstraction and starting point for automa-
tion, e.g., for the sake of simulation, analysis or software production, with the
ultimate goal of increasing productivity and quality.

Consequently, model-based development strongly depends on good tool sup-
port to fully realize its manifold promises [I3]. Research on model-based devel-
opment often reports on novel methods and techniques for model management
and processing which are typically embodied in a tool. In addition to theoret-
ical and conceptual foundations, some form of evidence is required concerning
the effectiveness of these tools, which typically demands an experimental evalu-
ation [40]. In turn, to ensure scientific progress in general, experimental results
should be transparent and replicable. Therefore, both the tool and the experi-
mental subject data, essentially the models used in the experiments, should be
made available following the so-called FAIR principles—Findability, Accessibil-
ity, Interoperability, and Reusability [48/28].

In this paper, we investigate to which degree these principles of good scien-
tific practice are actually adopted by current research on tools for model-based
development of embedded systems. We focus on tools for MATLAB/Simulink,
which has emerged as a de-facto standard for automatic control and digital signal
processing. In particular, we strive to answer the following research questions:

RQ1: Are the experimental results of evaluating tools supporting model-based
development with MATLAB/Simulink replicable in principle?

RQ2: From where do researchers acquire MATLAB/Simulink models for the
sake of experimentation?

We conduct a systematic literature review in order to compile a list of rel-
evant papers from which we extract and synthesize the data to answer these
research questions. Starting from an initial set of 942 papers that matched our
search queries on the digital libraries of IEEE, ACM, ScienceDirect and dblp,
we identified 65 papers which report on the development and evaluation of a
tool supporting MATLAB/Simulink, and for which we did an in-depth investi-
gation. Details of our research methodology, including the search process, paper
selection and data extraction, are presented in Section [2}

In a nutshell, we found that models used as experimental subjects and pro-
totypical implementations of the presented tools, both of which are essential
for replicating experimental results, are accessible for only a minor fraction
(namely 22% and 31%) of the investigated papers (RQ1). The models come
from a variety of sources, e.g., from other research papers, industry partners
of the paper’s authors, open source projects, or examples provided along with
MATLAB/Simulink or any of its toolboxes. Interestingly, the smallest fraction
of models (only 3%) is obtained from open source projects, and the largest one
(about 18%) is provided by industrial partners (RQ2). While we think that, in
general, the usage of industrial models strengthens the validity of experimental
results, such models are often not publicly available due to confidentiality agree-
ments. Our findings are confirmed by other research papers which we investigated
during our study. Our detailed results are presented in detail in Section [3]
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While we do not claim our results to represent a complete image of how
researchers adopt the FAIR principles of good scientific practice in our field
of interest (see Section [4] for a discussion of major threats to validity), we see
them as an alarming signal. Given that tools are still being listed among the
major obstacles of a more widespread adoption of model-based principles in
practice [47], we need to overcome this “replicability problem” in order to make
scientific progress. We are strongly convinced that this can only be achieved as
a community effort. The discussion in Section |5 is meant to serve as a starting
point for this, primarily based on the lessons learnt from our study. Finally, we
review related work in Section [6] and Section [7] concludes the paper.

2 Research Methodology

We conduct a systematic literature review in order to compile a list of relevant
papers from which we extract the data to answer our research questions RQ1 and
RQ2. Our research methodology is based on the basic principles described by
Kitchenham [24]. Details of our search process and research paper selection are
described in Section Section is dedicated to our data extraction policy,
structured along a refinement of our overall research questions RQ1 and RQ2,
respectively.

2.1 Search Process and Research Paper Selection

Scope We focus on research papers in the context of model-based develop-
ment that report on the development of novel methods, techniques or algorithms
for managing or processing MATLAB/Simulink models. Ultimately, we require
that these contributions are prototypically implemented within a tool whose ef-
fectiveness has been evaluated in some form of experimental validation. Tools
we consider to fall into our scope are supporting typical tasks in model-based
development, such as code generation [38] or model transformation [26], clone
detection [43], test generation [3I] and priorization [32], model checking [33]
and validation [36], model slicing [15] and fault detection [23]. On the contrary,
we ignore model-based solutions using MATLAB/Simulink for solving a specific
problem in a particular domain, such as solar panel array positioning [35], motor
control [34], or wind turbine design [14].

Databases and Search Strings As illustrated in Fig. [2] we used the digital
libraries of ACME IEEEE| ScienceDir@ctE and dbl;ﬁ to obtain an initial selection
of research papers for our study. These platforms are highly relevant in the field
of model-based development and were used in systematic literature reviews on

! https://dl.acm.org

2 https:/ /iecexplore.iece.org/Xplore/home.jsp.
3 |https: / /www.sciencedirect.com
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IEEE: ("Abstract":Simulink OR "Abstract":Stateflow) AND ("Abstract":model) AND
("Abstract":evaluat* OR "Abstract":experiment* OR "Abstract":"case study") AND
("Abstract":tool OR "Abstract":program OR "Abstract":algorithm)

ACM: [[Abstract: simulink] OR [Abstract: stateflow]] AND [[Abstract: evaluat*] OR [Abstract:
experiment*] OR [Abstract: "case study"]] AND [[Abstract: tool] OR [Abstract: program] OR
[Abstract: algorithm]] AND [Abstract: model]

ScienceDirect: (Simulink OR Stateflow) AND (evaluation OR evaluate OR experiment OR
"case study") AND (tool OR program OR algorithm)

dblp: (Simulink | Stateflow) (model (tool | program | algorithm | method))

Fig. 1: Digital libraries and corresponding search strings used to obtain an initial
selection of research papers.

model-based development like [37] or [I2]. By using these four different digital
libraries, we are confident to capture a good snapshot of relevant papers.

According to the scope of our study, we developed the search strings shown
in Fig. [I] We use IEEE’s and ACM’s search feature to select publications based
on keywords in their abstracts. Some of the keywords are abbreviated using
the wildcard symbol (x). Since the wildcard symbol is not supported by the
query engine of ScienceDirect[I6], we slightly adapted these search strings for
querying ScienceDirect. The same applies to dblp [16], where we also included
the keyword “method” to obtain more results. To compile a contemporary and
timely representation of research papers, we filtered all papers by publication
date and keep those that were published between January 1st, 2015 and February
24th, 2020. With these settings, we found 625 papers on IEEE, 83 on ACM, 214
on ScienceDirectf| and 15 on dblp.

Using the bibliography reference manager JabRefH these 942 papers were
first screened for clones. Then, we sorted the remaining entries alphabetically
and deleted all duplicates sharing the same title. As illustrated in Fig. [2] 912
papers remained after the elimination of duplicates.

Inclusion and Exclusion Criteria From this point onwards, the study was
performed by two researchers, referred to R1 and R2 in the remainder of this
paper (cf. Fig. .

Of the 912 papers (all written in English), R1 and R2 read title and abstract
to see whether they fall into our scope. Both researchers had to agree on a
paper being in scope in order to include it. R1 and R2 classified 92 papers to
be in scope, with an inter-rater reliability, measured in terms of Cohen’s kappa

5 ScienceDirect presented an initial selection of 217 papers on their web interface, out
of which 214 could be downloaded.
S lhttps:/ /www.jabref.org
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Science
IEEE: 625 ACM: 88 Direct: 214 dblp: 15

912 distinct papers (removed 30 duplicates)
R1 and R2 rated 92 as in scope (read title and abstract)
R1 or R2 rated 79 as having an evaluation (read abstract)

76 full texts retrievable online or via correspondance

R1 and R2 rated 65 as in scope and with evaluation (full text)

Fig. 2: Overview of the search process and research paper selection. Numbers of
included research papers are shown for each step. After the initial query results
obtained from the digital libraries of ACM, IEEE, ScienceDirect and dblp, the
study has been performed by two researchers, referred to as R1 and R2.

coefficient [11][24], at 0.86. To foster a consistent handling, R1 and R2 classified
the first 20 papers together in a joint session, and reviewed differences after 200
papers again.

Next, R1 and R2 read the abstracts and checked whether a paper mentions
some form of evaluation of a presented tool. Because such hints may be only
briefly mentioned in the abstract, we included papers where either R1 and R2
gave a positive vote. As a result of this step, the researchers identified 79 papers
to be in scope and with some kind of evaluation.

We then excluded all papers for which we could not obtain the full text. Our
university’s subscription and the social networking site ResearchGateﬂ could
provide us with 45 full text papers. In addition, we found 5 papers on personal
pages and obtained 28 papers in personal correspondence. We did not manage to
get the full text of 3 papers in one way or the other. In sum, 76 papers remained
after this step.

Finally, we read the full text to find out whether there was indeed an eval-
uation, as indicated in the abstract, and whether MATLAB/Simulink models
were used in that evaluation. We excluded 10 full papers without such an eval-
uation and one short paper which we considered to be too unclear about their
evaluation. For this last step R1 and R2 resolved all differences in classification:
concerning papers were read a second time, to decide together about their inclu-
sion or exclusion. We did this so that R1 and R2 could work with one consistent

7 https://www.researchgate.net
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set for the data extraction. After all inclusion and exclusion steps, R1 and R2
collected 65 papers which were to be analyzed in detail in order to extract the
data for answering our research questions.

2.2 Refinement of Research Questions and Data Extraction

In order to answer our research questions, R1 and R2 extracted data from the
full text of all the 65 papers selected in the previous step. To that end, we
refined our overall research questions into sub-questions which are supposed to
be answered in a straightforward manner, typically by a classification into “yes”,
“no”, or “unsure”. After the first 20 papers have been investigated by researchers
R1 and R2, they compared their different answers in order to clarify potential
misunderstandings in the phrasing of the questions and/or the interpretation of
the papers’ contents.

RQ1: Are the experimental results of evaluating tools supporting
model-based development with MATLAB/Simulink replicable in prin-
ciple?

Accessibility of the models. We assume that the effectiveness of a tool supporting
model-based development can only be evaluated using concrete models serving as
experimental subjects. These subjects, in turn, are a necessary precondition for
replicating experimental results. They should be accessible as a digital artifact
for further inspection. In terms of MATLAB/Simulink, this means that a model
should be provided as a *.mdl or *.slx file. Models that are only depicted in the
paper may be incomplete, e.g., due to parameters that are not shown in the main
view of MATLAB/Simulink, sub-systems which are not shown in the paper, etc.

The aim of RQ1.1 is to assess if a paper comprises a hint on the accessibility
of the models used for the sake of evaluation:

RQ1.1: Does the paper describe whether the models are accessible?

To answer this question for a given paper, we read the evaluation section of
the paper, and also looked at footnotes, the bibliography as well as at the very
start and end of the paper. In addition, we did a full text search for the keywords
“download”, “available”, “http” and “www.”. Please note that, for this question,
we are only looking for a general statement on the accessibility of models. That
is, if a paper states that the models used for evaluation cannot be provided
due to, e.g., confidentiality agreements, we nonetheless answer the question with

On the contrary, a positive answer to RQ1.2 not only requires some statement
about accessibility, but it requires that the models indeed are accessible:

RQ1.2: Are all models accessible?
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The accessibility of models can only be checked if the paper includes a general
statements on this. Thus, we did not inspect those papers for which RQ1.1 has
been answered by “no” or “unsure”. For all other papers, a positive answer to
RQ1.2 requires that each of the models used in the paper’s evaluation falls into
one of the following categories:

— There is a non-broken hyperlink to an online resource where the MAT-
LAB/Simulink model file can be obtained from.

— There is a known model suite or benchmark comprising the model, such
as the example models provided by MATLAB/Simulink. In this case, the
concrete model name and version of the files or suite must also be mentioned.

— The model is taken from another, referenced research paper. In this case, we
assume it to be accessible without checking the original paper.

Accessibility of the tool. Next to the models, the actual tool being presented in
the research paper typically serves as the second input to replicate the experi-
mental results. In some cases, however, we expect that the benefits of a tool can
be shown “theoretically”, i.e., without any need for actually executing the tool.
To that end, before dealing with accessibility issues, we assess this general need
in RQ1.3:

RQ1.3: Is the tool needed for the evaluation?

We read the evaluation section to understand whether there is the need to ex-
ecute the tool in order to emulate the paper’s evaluation. For those papers for
which RQ1.3 is answered by “yes”, we continue with RQ1.4 and RQ1.5.

Similar to our investigation of the accessibility of models, we first assess if a
paper comprises a hint on the accessibility of the presented tool:

RQ1.4: Does the paper describe whether the tool is accessible?

In contrast to the accessibility of models, which we assume to be described
mostly in the evaluation section, we expect that statements on the accessibility
of a tool being presented in a given research paper may be spread across the
entire paper. This means that the information could be “hidden” anywhere in
the paper, without us being able to find it in a screening process. To decrease
oversights, we did full text searches, for the key words “download”, “available”,
“http” and “www.”. If a tool was named in the paper, we also did full text
searches for its name.
The actual check for accessibility is addressed by RQ1.5:

RQ1.5: Is the tool accessible?

A tool was deemed accessible if a non-broken link to some download option was
provided. If third-party tools are being required, we expected some reference on
where they can be obtained. On the contrary, we considered MATLAB/Simulink
or any of its toolboxes as pre-installed and thus accessible by default.
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RQ2: From where do researchers acquire MATLAB /Simulink models
for the sake of experimentation?

Next to the accessibility of models, we are interested in where the researchers
acquire MATLAB/Simulink models for the sake of experimentation. In order to
learn more about the context of a model or to get an updated version, it may
be useful to contact the model creator, which motivates RQ2.1:

RQ2.1: Are all model creators mentioned in the paper?

By the term “creator” we not necessarily mean an individual person. Instead,
we consider model creation on a more abstract level, which means that a model
creator could also be a company which is named in a paper or any other refer-
enced research paper. If creators of all models were named, we answered RQ2.1
with “yes”.

Next to the model creator, RQ2.2 dives more deeply into investigating a
model’s origin:

RQ2.2: From where are the models obtained?

RQ2.2 is the only research question which cannot be answered by our usual
“yes/no/unsure scheme”. Possible answers were “researchers designed model
themselves”*, “generator algorithm”, “mutator algorithm”, “industry partner”*,
“open source”, “other research paper”*, “MATLAB/Simulink-standard exam-
ple”*, “multiple” and “unknown”. The categories marked with a * were also
used in [I2]. As opposed to us, they also used the category “none”, which we did
not have to consider, due to our previous exclusion steps. The category “multi-
ple” was used whenever two or more of these domains were used in one paper.
Note that even if RQ2.1 was answered with “no”, we may still be able to answer
this question. For example, if the model was acquired from a company which is
not named in the paper (e.g. due to a non-disclosure agreement), we may still
be able to classify it as from an industry partner.

3 Results

In this section, we synthesize the results of our study. All paper references
found, raw data extracted and calculations of results synthesized can be found
in the replication package of this paper [5]. The package includes all the MAT-
LAB/Simulink models we found during our study.

3.1 Are the experimental results of evaluating tools supporting
model-based development with MATLAB/Simulink replicable
in principle? (RQ1)

In this section, we first summarize the results for the research questions RQ1.1
through RQ1.5 (see Fig. [3| for an overview), before we draw our conclusions for
answering the overall research question RQ1.
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0% 25% 50% 75%

(a) RQ1.1: Does the paper describe whether the models are accessible?

yes 22%
no 78%

0% 25% 50% 75%

(b) RQ1.2: Are all models accessible?

no 3%

unsure ¥4

0% 25% 50% 75%

(c) RQ1.3: Is the tool needed for the evaluation?

yes 41%
unsure 59%

0% 25% 50% 75%

(d) RQ1.4: Does the paper describe whether the tool is accessible?

yes 31%
unsure 69%

0% 25% 50% 75%

(e) RQ1.5: Is the tool accessible?

Fig.3: Overview of the results for research questions RQ1.1 through RQ1.5.
Percentage values are representing the average of the answers of researchers R1
and R2.
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RQ1.1: Does the paper describe whether the models are accessible? On average,
26 (R1: 25, R2: 27) of the 65 papers for which we did a detailed analysis in-
clude a hint on whether the models used as experimental subjects are accessible
(see Fig. . For this question, researchers R1 and R2 achieve an inter-rater
reliability of 0.62, measured in terms of Cohen’s kappa coefficient.

RQ1.2: Are all models accessible? As for the actual accessibility, on average,
14.5 (R1: 13, R2: 16) of the papers including descriptions on the availability of
models indeed gave access to all models (see Fig. . The results have been
achieved with an inter-rater reliability of 0.78. One paper includes a broken
link [50], and we were not able to find the claimed web resources of 4 papers.

RQ1.3: Is the tool needed for the evaluation? Of all the 65 papers, on average,
60 (R1: 62, R2: 58) require their developed tool to be executed for the sake of
evaluation. While the tool evaluations for 2 of the papers clearly do not rely on
an actual execution of the tool (R1: 2, R2: 2), we were unsure in some of the
cases (R1: 1, R2: 5), see Fig. Cohen’s kappa is at 0.58 for this question. As
for RQ1.4 and RQ1.5, we analyze the 58 papers for which both R1 and R2 gave
a positive answer to this question.

RQ1.4: Does the paper describe whether the tool is accessible? We initially
answered this question with average values of 23.5 (R1: 26, R2: 21), 11.5 (R1:
19, R2: 4) and 23 (R1: 13, R2: 33) regarding the possible answers of “yes”, “no”
and “unsure”, respectively. This reflects a rather poor inter-rater reliablity of
0.38. However, our observation was that it is almost impossible to be sure that
there is no description of a tool’s accessibility, since it could be “hidden” in
multiple places. We thus revised our answers and merged the “no” and “unsure”
categories to become “unsure”. With the merged categories, 34.5 (R1: 32, R2:
37) of the papers were listed as “unsure” (see Fig. [3d), and a kappa of 0.61.

RQ1.5: Is the tool accessible? Similarly to RQ1.4, we initially ended up in a
poor inter-rater reliability of 0.42 for classifying the accessibility of 18 (R1: 19,
R2: 17), 17 (R1 26, R2 8) and 23 (R1 13, R2 33) as “yes”, “no” and “unsure”,
respectively. Again, we revised the answers, merging the categories “no” and
“unsure”, as in RQ1.4. Finally, we got average values of 18 (R1: 19, R2: 17)
“yes” and 40 (R1: 39, R2: 41) “unsure” (see Fig. , with a kappa of 0.68.

Aggregation of the results. To answer RQ1, we combine RQ1.2 and the revised
answers of RQ1.5. For those papers where there was no tool needed (RQ1.3),
RQ1.5 was classified as “yes”. The formula we used is “If RQ1.2 = 'no’ then 'no’
else RQ1.5”. This way, on average, 6 (R1: 5, R2: 7) papers have been classified
as replicable, 50.5 (R1: 52, R2: 49) as not replicable, and 8.5 (R1: 8, R2: 9) for
which we were unsure (see Fig. , with Cohen’s kappa of 0.67. In sum, 8 papers
were classified to be replicable by at least one of the researchers.

However, we have to stress here that being replicable in principle does not
imply that the results of the paper are in fact replicable. In fact, the accessibility
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yes
no

unsure

0% 25% 50% 75%

Fig.4: RQ 1: Are studies of model-based development replicable in principle?

of models and tools used in the evaluation is only a necessary but not a sufficient
condition for replicability. We did not try to install or run the tools according
to the experimental setups described in the papers.

RQ 1: Are studies of model-based development replicable in prin-\
ciple?

We found 9% of the examined papers to be replicable in principle. For 78%,
either the tool or the models used as experimental subjects were not accessi-
ble, and were not able to determine the principle replicability of 13% as we

were unsure about the accessibility of tools.
\ J

3.2 From where do researchers acquire MATLAB/Simulink models
for the sake of experimentation? (RQ2)

RQ 2.1 Are all model creators mentioned in the paper? As can be seen in Fig. [f
Of the 65 papers investigated in detail, on average, 44 (R1: 43, R2: 45) papers
mention the creators of all models. On the contrary, no such information could
be found for an average of 20.5 (R1 22, R2 19) papers. Finally, there was one
paper for which R2 was not sure, leading to an average value of 0.5 (R1: 0,
R2: 1) for this category. In sum, this question was answered with an inter-rater
reliability of 0.79.

yes
no

unsure

0% 25% 50% 75%
Fig.5: RQ 2.1: Are all model creators mentioned in the paper?
RQ 2.2 From where are the models obtained? As shown in Fig. [6] there is

some variety for the model’s origins. Only 3% used open source models, 8% used
models included in MATLAB/Simulink or one of its toolboxes, 12% cited other



12 Alexander Boll and Timo Kehrer

papers, 13% built their own models, and 18% obtained models from industry
partners. A quarter of all papers used models coming from two or more different
sources. For 19% of the papers, we could not figure out where the models come
from. This mostly coincides with those papers where we answered “no” in RQ2.1.
For some papers, we were able to classify RQ2.2, even though we answered RQ2.1
with “no”. E.g. we classified the origin of a model of [I8] as “industry partner”
based on the statement “a real-world electrical engine control system of a hybrid
car”, even though no specific information about this partner was given. RQ2.2
was answered with Cohen’s kappa of 0.68.

by researchers
other research
industry partner
open source
Matlab/Simulink
multiple sources

unknown

0% 10% 20% 30%

Fig.6: RQ 2.2: From where are the models obtained?

An interesting yet partially expected perspective arises from combining RQ2.2
and RQ1.2. None of the models obtained from an “industry partner” are accessi-
ble. Three papers which we classified as “multiple” in RQ2.2 did provide indus-
trial models though: [33] provides models from a “major aerospace and defense
company” (name not revealed due to a non-disclosure agreement), while [I] and
[2] use an open source model of electro-mechanical braking provided by Bosch
in [44]. Finally, [3] and [27] use models for an advanced driver assistance system
by Daimler [4], that can be inspected on the project Websiteﬁ

Ve

RQ 2: From where do researchers acquire MATLAB/ Simulinkw
models for the sake of experimentation?

A wide variety of sources is used. 25% used multiple sources, another 25%
used models of their own or from other researchers, 18% used models by an
industry partner. 8% used models of MATLAB/Simulink or a toolbox and
only 3% used open source models. We could not determine 19% of the models’

origins.
\ J

8 lhttps://www.se-rwth.de/materials/cncviewscasestudy
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4 Threats to Validity

There are several reasons why the results of this study may not be representative,
the major threats to validity as well as our countermeasures to mitigate these
threats are discussed in the remainder of this section.

Our initial paper selection is based on selected databases and search strings.
The initial query result may not include all the papers being relevant w.r.t. our
scope. We tried to remedy this threat by using four different yet well-known
digital libraries, which is sufficient according to [25] and [41] and using wild-
carded and broad keywords in the search string.

For the first two inclusion/exclusion steps, we only considered titles and
abstracts of the papers. If papers do not describe their topic and evaluation
here, they could have been missed.

It turned out to be more difficult than originally expected to find out whether
a paper provides a replication package or not. One reason for this is that just
scanning the full text of a paper for occurrences of MATLAB/Simulink or the
name of the tool is not very useful here since there are dozens of matches scat-
tered all over the paper. In fact, almost every sentence could “hide” a valuable
piece of information. We tried to remedy this problem by searching the *.pdf
files for the key words mentioned in Section We also merged our answers of
“no” and “unsure” for RQ1.4 and RQ1.5 in reflection of this problem.

More generally, the data collection process was done by two researchers, each
of which may have overlooked important information or misinterpreted a con-
crete research question. We tried to mitigate these issues through intermediate
discussions. Furthermore, we calculated Cohen’s kappa coefficient to better es-
timate the reliability of our extracted data and synthesized results.

Our methodology section does not present a separate quality assessment
which is typical in systematic literature review studies [42]. Thus, our results
could be different if only a subset of high quality papers, e.g. those published
in the most prestigious publication outlets, would be considered. Nonetheless,
a rudimentary quality assessment (paper’s language, experimental evaluation
instead of “blatant assertion” [40]) was done in our inclusion/exclusion process.

In this study, we focused on the accessibility of models and tools for repli-
cating findings. Another critical part of replicating results, is the concrete ex-
perimentation setup. We did not analyze this aspect, here. Thus the number of
studies deemed replicable may even be overestimated.

5 Discussion

Limited accessibility of both models and tools. Although generally accepted, the
FAIR guiding principles of good scientific practice are hardly adopted by current
research on tools for model-based development with MATLAB/Simulink. From
the 65 papers which have been selected for an in-depth investigation in our
systematic literature review, we found that only 22% of the models and 31%
of the tools required for replicating experimental results are accessible. Thus,
future research that builds on published results, such as larger user or field
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studies, studies comparing their results with established results, etc., are hardly
possible, which ultimately limits scientific progress in general.

Open source mindset rarely adopted. One general problem is that the open source
mindset seems to be rarely adopted in the context of model-based development.
Only 3% of the papers considered by our study obtained all of their models from
open source projects. On the contrary, 18% of the studied papers obtain the
models used as experimental subjects from industry partners, the accessibility
of these models is severely limited by confidentiality agreements.

Selected remarks from other papers. These quantitative findings are also con-
firmed by several authors of the papers we investigated during out study. We
noticed a number of remarks w.r.t. the availability of MATLAB/Simulink mod-
els for evaluation purposes. Statements like “To the best of our knowledge, there
are no open benchmarks based on real implementation models. We have been
provided with two implementation models developed by industry. However, the
details of these models cannot be open.”[45]; “Crucial to our main study, we
planned to work on real industrial data (this is an obstacle for most studies
due to proprietary intellectual property concerns).”[3]; “[...] most public domain
Stateflows are small examples created for the purpose of training and are not
representative of the models developed in industry.” [I9]; or “Such benchmarking
suites are currently unavailable [...] and do not adequately relate to real world
models of interest in industrial applications.” [36] discuss the problem of obtain-
ing real-world yet freely accessible models from industry. Other statements such
as “[...] as most of Simulink models [...] either lack open resources or contain
a small-scale of blocks.”[20] or “[...] no study of existing Simulink models is
available [...].”[87] discuss the lack of accessible MATLAB/Simulink models in
general.

Reflection of our own experience. In addition, the findings reflect our own experi-
ence when developing several research prototypes supporting model management
tasks, e.g., in terms of the SiDiff/SiLift project [2221]. Likewise, we made similar
observations in the SimuComp project. Companies want to save the intellectual
property and do not want their (unobfuscated) models to be published.

As opposed to the lack of availability of models, we do not have any reason-
able explanation for the limited accessibility of tools. Most of the tools presented
in research papers are not meant to be integrated into productive development
environments directly, but they merely serve as experimental research prototypes
which should not be affected by confidentiality agreements or license restrictions.

Suggestions based on the lessons learnt from our study. While the aforemen-
tioned problems are largely a matter of fact and can not be changed in a short-
term perspective, we believe that researchers could do a much better job in
sharing their experimental subjects. Interestingly, 12% of the studies obtain their
experimental subjects from other papers, and 13% of the papers state that such
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models have been created by the authors themselves. Making these models ac-
cessible is largely a matter of providing adequate descriptions.

However, such descriptions are not always easy to find within the research
papers which we considered in our study. Often, we could not find online re-
sources for models or software and had to rate them as “unsure” or “no” in
RQ1.2 and RQ1.4. It should be made clear where to find replication packages.
In some cases a link to the project’s website was provided, but we couldn’t find
the models there. To prevent this, we suggest direct links downloadable files or
very prominent links on the website. The web resource’s language should match
the paper’s language: e.g., the project site of [49] is in German. Four papers
referenced pages that did not exist anymore, e.g., a private Dropboxﬂ account.
These issues can be easily addressed by a more thorough archiving of a paper’s
replication package.

We also suggest to name or cite creators of the models, so they can be
contacted for a current version or context data of the model. In this respect,
the results of our study are rather promising. After all, model creators have
been mentioned in 68% of the studied papers, even if the models themselves
were not accessible for a considerable amount of these cases.

Towards larger collections of MATLAB/Simulink models. Our study not only re-
veals the severity of the problem, it may also be considered as a source for getting
information about publicly available models and tools. We provide all digital ar-
tifacts that were produced in this work (.bibtex files of all papers found, exported
spread sheets and retrieved models or paper references) online for download at
[5]. Altogether we downloaded 517 MATLAB/Simulink models. We also found
32 referenced papers where models were drawn from. These models could be used
by other researchers in their evaluation. Further initiatives of providing a corpus
of publicly available models, including a recent collection of MATLAB/Simulink
models, will be discussed in the next section.

6 Related Work

The only related secondary study we are aware of has been conducted by El-
berzhager et al. [I2] in 2013. They conducted a systematic mapping study in
which they analyzed papers about quality assurance of MATLAB/Simulink mod-
els. This is a sub-scope of our inclusion criteria, see Section One research
question of them was “How are the approaches evaluated?”. They reviewed where
the models in an evaluation come from and categorized them into “industry ex-
ample”, “Matlab example”, “own example”’, “literature example” and “none”.
We include more categories, see Section [2.2] apart from “none”. All papers that
would fall in their “none”-category were excluded by us beforehand. Compared
to their findings, we categorized 2 papers using open source models, one with
a generator algorithm and 16 with multiple domains. Furthermore we found 11
papers, where the domain was not specified at all. They also commented on our

9 lhttps:/ /www.dropbox.com
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RQ1: “In addition, examples from industry are sometimes only described, but
not shown in detail for reasons of confidentiality.”

The lack of publicly available MATLAB/Simulink models inspired the SLforge
project to build the only large-scale collection of public MATLAB/Simulink
models [8T0] known to us. To date, however, this corpus has been only used
by the same researchers in order to evaluate different strategies for testing the
MATLAB/Simulink tool environment itself (see, e.g., []). Another interesting
approach was used by [39]. They used Google BngueryH to find a sample of
the largest available MATLAB/Simulink models on GitHub.

In a different context focusing on UML models only, Hebig et al. [I7] have
systematically mined GitHub projects to answer the question when UML mod-
els, if used, are created and updated throughout the lifecycle of a project. A
similar yet even more restricted study on the usage of UML models developed
in Enterprise Architect has been conducted by Langer et al. [29].

7 Conclusion and Future Work

In this paper, we investigated to which degree the principles of good scientific
practice are adopted by current research on tools for model-based development,
focusing on tools supporting MATLAB/Simulink. To that end, we conducted a
systematic literature review and analyzed a set of 65 relevant papers on how
they deal with the accessibility of experimental replication packages.

We found that only 31% of the tools and 22% of the models used as experi-
mental subjects are accessible. Given that both artifacts are needed for a repli-
cation study, only 9% of the tool evaluations presented in the examined papers
can be classified to be replicable in principle. Moreover, only a minor fraction of
the models is obtained from open source projects. Altogether, we see this as an
alarming signal w.r.t. making scientific progress on better tool support for model-
based development processes centered around MATLAB/Simulink. While both
tool and models are essential prerequisites for replication and reproducibility
studies, the latter may also serve as experimental subjects for evaluating other
tools. In this regard, our study may serve as a source for getting information
about publicly available models. Other researchers in this field have even started
to curate a much larger corpus of MATLAB/Simulink models. However, besides
some basic metrics, such as the number of blocks and connections comprised by
these models, little is known about the methods and processes being adopted in
the development of these models.

One potential data source which, to the best of our knowledge, has not yet
been investigated in detail with a particular focus on MATLAB/Simulink and
which we want to consider in our future work are open development platforms
such as GitHub. They may not only host further models which are not yet
included in any of the existing model collections, but also provide plenty of
meta-data which can be exploited for a much more detailed characterization of
the extracted models and projects.

10 https://cloud.google.com/bigquery
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