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Abstract

The understanding and modelling of biological
systems relies on the availability of numerical
values for physical and chemical properties of bi-
ological macro molecules. Kinetic parameters,
rate constants, specificities and half-lifes are ex-
amples of those properties. This data is mostly
published in free text form in scientific journals,
which is unsatisfactory for the automatic search
and retrieval of specific information. No individ-
ual nor a group is able to keep up with the huge
amount of input coming from new and old pub-
lications. The gathering of documents relevant
to kinetic modelling and the extraction of needed
data has to be supported by automated processes.
This work describes first steps towards the au-
tomatic recognition and extraction of kinetic pa-
rameters from full text articles. We describe the
processing of full text publications by text min-
ing methods to classify the texts regarding their
relevance to kinetic modelling. Using support
vector machines as classification basis, we were
able to improve the precision of the process by a
factor of 2.5 compared to a keyword-based selec-
tion of articles.

1 Motivation

The emerging field of systems biology aims at understand-
ing and modelling biological systems at the molecular level
[Kitano, 2002]. In contrast to previous approaches, sys-
tems biology aims at quantitatively modelling and simulat-
ing complex biological processes comprised of thousands
of chemical components and reactions. Therefore, one has
to gain a very deep understanding of structure, dynamics,
control, and design of these systems. Insight into the dy-
namics of a system aims at the construction and usage of
models for further studies and analysis.

For a biochemical reaction system it is practice to use
a set of ordinary differential equations (ODES) to describe
the changes in the concentration of a biochemical species.
The rate of a reaction is a function of the concentrations of
the substrates and products of the reaction and of param-
eters. These parameters may be the concentrations of ef-
fectors as well as kinetic constants. The actual expression
for a rate depends on the experimental knowledge about
the kinetic characterization of a reaction and, partially, on

the modelling purpose. Typical expressions for reaction
rates are different forms (e.g. reversible or irreversible) of
linear kinetics, Michaelis-Menten-kinetics, or Hill-kinetics.
For the quantitative modelling of biochemical reaction net-
works it is important to know the values of the various pa-
rameters and to know to which kinetic type they belong.
Whereas most reaction networks are well described quali-
tatively, detailed quantitative characteristics are missing.

The kinetic modelling of biological systems depends on
sets of different kinetic data and values measured in labori-
ous and expensive experiments. Such data is continuously
published in thousands of scientific articles that can hardly
be overlooked by individuals. However, to build a con-
crete model, e.g. for a certain metabolic pathway of a given
species, one needs only a selected subset of kinetic param-
eters which is very likely to be found in only a few papers
- but finding those is a challenge. To build up a model one
has to gather, sort out, read, and understand a large number
of publications.

Our project aims at the generation of a database con-
taining the exact information for a multitude of species,
focusing on Saccharomyces cerevisiae. Manual retrieval
and inspection led to unsatisfactory results regarding time
and precision of the method, as less than 20% of the arti-
cles found by a simple text search performed with a set of
characteristic keywords contained relevant information. To
achieve a comprehensive data set in an efficient manner, we
developed methods for the semi-automatic recognition and
extraction of kinetic data from full text articles. The prob-
lem was divided into two separate steps, i.e., the retrieval
of publications relevant to kinetic modelling and the ex-
traction of concrete parameters. In this paper we give first
results for the information retrieval step only. Its goal is
to identify appropriate documents in a given collection by
using text mining methods. To this end, we implemented
and tested different methods for natural language process-
ing, text processing, and text classification. A number of
combinations were evaluated with respect to their individ-
ual strength and the overall performance of the classifica-
tion process. Our first experiences are encouraging and al-
ready resulted in a drastic reduction of the manual work
necessary to filter out irrelevant documents.

2 Methods

Prior to this project, publications were gathered by key-
word based queries using the PubMed [Wheeler et al.,
2003] interface to MEDLINE with a subsequent manual
inspection of each individual article. As a first step to-
wards automatic text classification, we implemented a tool
for randomized access of articles contained in a given set



of online journals focusing, at least in parts, on the top-
ics of kinetic modelling. From the full set, candidate
articles were selected by using a keyword search. The
keywords consisted of names and identifiers of constants
(such as "Michaelis-Menten’ or ’Km*) and words describ-
ing functions (’degradation’, ’activation’) or components
(’enzyme’).

Using this method, we gathered a collection of 4582 pa-
pers of which 797 contained at least one of the given key-
words. Reading each of these 797 papers over a period of
several months, we found that only 155 of them actually
contained appropriate Kinetic data, leaving 642 which had
to be read but revealed no useful information whatsoever.

We aimed at improving this process through text min-
ing methods. We took the set of 797 manually annotated
publications (either positive or negative, depending on their
relevance) to train and test different text mining methods.
First, we fixed three data sets for training, testing, and final
validation, consisting of 400, 200, and 197 publications,
respectively.

The processing of the stored documents (full-text arti-
cles in PDF-format) included the conversion from PDF to
plain ascii text as a first pre-processing step (PDFTOTEXT
[Noonburg, 1996]). Tokenization tries to identify the com-
ponents of texts, i.e. single words. Word boundaries have
to be defined, like white spaces, punctuation, brackets and
so on. The final lemmatizing of each word is achieved
using the Part-of-Speech-Tagger TREETAGGER [Schmid,
1994]. A further reduction could be obtained by predicting
the stem (or root) of each word, where homographs often
would result in the same stem, loosing semantic informa-
tion.

In order to get to a comparable representation of differ-
ent documents, we chose the vector space model approach
[Salton, 1983]. A fixed feature vector is chosen by tak-
ing into account all terms contained in the document base.
The dimension of the feature vector is determined by the
number of terms. An instance of this vector is used for
the representation of each document, where weighted term
frequencies are stored as its coordinates (see below). Two
different texts would result in two unique vector representa-
tions, where a similarity measure can be defined very easily
on.

The performance of any text classifier strongly depends
on the selection of an appropriate and fixed feature vec-
tor used for the representation of all documents. As we
found the 600 articles from the training and test set to
contain more than 100.000 different terms, we decided on
two additional steps to identify the terms which would
be most suitable at discriminating relevant from irrele-
vant articles. First of all, we excluded all words with
only one appearance in the document collection. This
led to a vector size of 66.616 words. This particulary
removed many artificial terms generated erroneously by
the PDF-to-text-converter. To cope with the problem of
overfitting, where two classes are separable too easily be-
cause of the high dimensionality of the underlying fea-
ture vector, we applied Student’s t-statistic [Gosset, 1908;
Ewens and Grant, 2001] to rank and select the most conve-
nient terms:

__IX-7

The t-values for each term occurring in both the posi-
tive and the negative training set state their ability to dis-

word t-value | word t-value
Km 8.91 | taining 5.14
half-life ~ 8.66 | Michaelis-Menten  5.13
Vmax 7.95 | Lineweaver-Burk 5.09
turnover  6.75 | Degradation 4.86
enzyme 5.85 | 7-fold 4.86
activity 5.26 | Vmax/Km 4.79
radation  5.24 | degrade 4.68
di- 5.18 | enzymatic 4.65

Table 1: The 16 words with the highest t-values. The list
coincides well with what a expert user would use as key-
words, except for the terms ’radation’, "taining’, and "di-’,
which are probably artifacts of the PDF converter.

t-statistic results
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Figure 1: Distribution of the t-values from all 66.616 single
words.

criminate both classes. Table 1 contains the 16 words with
the highest t-value, and Figure 1 plots the distribution of t-
values. There is a remarkably rapid drop of t-values in the
first ~2000 words, from where on the remaining 64.000
have a relatively constant, yet very small t-value. This
range for instance contains common stop words such as
’and’ (rank 40.395, t-value 0.5) or ’the’ (rank 64.600, t-
value 0.1). Those words are considered unappropriate for
document discrimination.

The word vector used for document representation was
sorted by descending t-values, facilitating the reduction
of dimensions by simply truncating the list after a certain
number of words or a cut-off value for their t-values, both
being parameterizable.

For each document in the training set of 400 articles, we
calculated the weights for each term in the fixed feature
vector. For the local weight, the term frequency was used.
The relative measure for the global weighting of terms was
computed as the inverse document frequency:

tf-idf = (1+log(tfea)) - log(N/df),
where t f; 4 is the frequency a term ¢ in document d, df; is
the number of documents containing ¢, and NV is the total
number of documents.

The resulting tf-idf -values where used to train the Sup-
port Vector Machine [Vapnik, 1995] SVM! 9"t [Joachims,
1998].

In order to find the best set of parameters for the Support
Vector Machine, an optimization step was necessary. The
aim was to improve precision and recall. Several parame-
ters can be optimized. The vector length is one of these. We
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Figure 2: Document retrieval, classification, and validation.
varied this parameter from length 50 to length 400 in steps
of 50 words and from 400 to 1000 in steps of 100 words.
Furthermore, we experimented with both linear kernel and
polynomial kernels from degree two and three. Finally, dif- —
ferent values for two kernel parameters, the c-value and the —¢— Precision Recal
j-value, were investigated. The c-value penalizes misclas- 100 e
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We trained the support vector machine using the training
set and optimized the parameters using the test set. For ev-
ery combination of kernel, kernel parameters, and feature
vector length, a new model was learned and precision and
recall calculated on the test set. The best results for the lin-
ear kernel could be observed with a feature vector length of
400 words, and values for ¢ and 5 being 0.1 and 1, respec-
tively (Figure 3.a-c). Polynomial kernels (degrees 2 and
3) achieved their best classifications in a 150-dimensional
vector space, see table 2.

Kernel,deg ¢, j dim | Precision, Recall
linear 01,1 400 | 100%, 63.16%
polyn., 2 0.1,0.8 150 | 100%, 52.63%
polyn., 3 0.0003,3 150 | 100%, 39.47%

Table 2: Precision and recall for different kernels and vari-
ous parameter settings. deg: degree of the polynomial ker-
nel. dim: dimension of the word vector, i.e. the number of
words.

The figures reflect the results of classifying the test set of
200 articles. When evaluating our method using the valida-
tion set (never touched or looked at before), precision and
recall degraded considerably. Precision degraded to 50.0%,
while the recall reached 30.77%. The accuracy on this data
set was 80.20%. Despite these low figures, the text clas-
sification method promises to be a considerable advance
since the number of superfluously read papers decreases
by a factor of 2.5 compared to the simple keyword search
mechanism. However, this improvement has to be further
verified since the current results are obtained on a biased
data set, where all documents contain at least of a list of
certain keywords.
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Figure 3: Precision and Recall plotted against varying word
vector size (a) and kernel parameters c (b) and j (c).



4 Discussion

Recently, text mining has attracted great attention in the
biomedical research community. Several studies found
these approaches to be helpful in assisting information ex-
traction and knowledge discovery (see e.g. [Rindflesch et
al., 1999] and [Blaschke et al., 1999]). However, most of
these studies try to classify texts for describing genes or the
function of gene products, which is quite a different prob-
lem. We are not aware of any other attempts to apply text
mining for the detection and extraction of parameters for
kinetic modelling.

Our goal in this project is the building of a database
holding Kkinetic data for various species. One comparable
database available is BRENDA [Schomburg et al., 2002],
which is manually curated and provides too few data on
only a small set of species. Especially, data on yeast en-
zymes is included only to a very low extent. On a complete
data set, models can be designed and then represented and
exchanged using the Systems Biology Markup Language
(SMBL) [Hucka et al., 2003].

Despite the low figures for recall and precision, our re-
sults are encouraging given our particular application. In
our current project phase, a low recall is not as dramatic
as it may appear, as there is currently little hope to catch
all relevant texts. Much more important is the precision of
the process, as it determines the amount of time a human
reader has to waste on irrelevant documents. Our classifier
enhances the precision by a factor of 2.5 compared to the
simple keyword selection method, saving months of work
for the biologists.

However, compared to other studies in text mining for
biomedical applications, our figures for recall and preci-
sion both for the test and the validation set are surprisingly
low. This may be explained by different reasons which we
are currently investigating. One possible reason is the in-
formation content of texts on systems biology itself. Such
publications are more diverse than in other fields, as ki-
netic modelling parameters can appear in very different
types of work which are difficult to characterize uniformly
(e.g. papers on reactions of a particular enzymes, large-
scale analysis of metabolism of a species, characterization
of molecular reasons for diseases, etc.). Furthermore, ki-
netic data is not only presented in continuous text, but very
often in tables and figures which are hard to translate and
hard to capture for parsers. Additionally, we are not inter-
ested in papers dealing with theoretical aspects of kinetic
modelling, where the relevant term might also appear, but
without the corresponding numerical values. Furthermore,
kinetic modelling can be pursued using a number of dif-
ferent modelling techniques which result in different types
of reactions and different typical abbreviations of parame-
ters. Our current classifier seems to only capture the most
prominent type of model, i.e. the Michaelis-Menten Kinet-
ics.

Another reason could lie in the specific techniques and
tools we used. We found problems in several areas. One
problem which exists with many pdf-to-text converters is
an erroneous recognition and incorrect concatenation of
multi-column text, which is a very common format for sci-
entific publications. In some relevant documents used in
the training set, problems occurred with hyphenations of
the same (or a similar) word. This probably generated and
lead to an apparently high t-value for words like ’radation’,
’di-" or "taining’, as shown in table 1.

A further factor is the reduction of the word vector di-

mension by taking into account only the lemma of each
word. An appropriate algorithm has to be found to pre-
dict the lemma to a word with a high reliability. Finding
the right lemma strongly depends on correctly tagging sen-
tences for analysis. Problems occurr when dealing with
texts containing many unusual proper nouns, such as pro-
tein names. Most lemmatizers where trained on popular
corpora (e.g. from news paper articles), and not on do-
main specific corpora. New word inventions, shortenings,
and compoundings, a very common phenomena in life sci-
ence publications, lead to further difficulties. The TREE-
TAGGER used for tokenization and lemmatizing produced
reasonable results in most cases, but had difficulties with
names of chemical substrates containing brackets and hy-
phens.

Related work

SVM-based approaches to information gathering in life sci-
ences has been a major topic of recent research in text min-
ing. [Stapley et al., 2002] deals with the prediction of sub-
cellular protein locations from literature. Each protein is
represented by a term vector composed of a set of docu-
ments relevant to this protein. A sub-cellular location class
is now described using the term vectors for the proteins
present at this specific location, and binary classification
models for 11 classes are learned using a SVM. At low re-
call levels for a random classifier, the precision is very high
(>50%), but drops significantly for most of the classes for
higher levels.

New and specific kernels have been designed as well,
to define similarity measures for vector representations
adopted to various problems. A method of classifiying pro-
teins into families by homology detection was presented
by [Leslie et al., 2002] using a spectrum kernel. ROCsq
score plots (area under the receiver operating characteris-
tic curve, up to the first 50 false positives) showed that for
most of 33 protein families, the score is less than 0.4.

The prediction of signal peptide cleavage sites using a
string kernel is discussed in [Vert, 2002]. For 3% of false
positives, the method retrieved an average of 68% true pos-
itives, compared to 46% invoking a weight matrix method.

[Donaldson et al., 2003] apply SVMs to the discovery
of abstracts describing protein-protein interactions. Using
a SVM with a decision boundary of zero, presicion and re-
call where both found to be at 92%, whereas a naive Bayes
classifier only reached 87%.

Note that most attempts ignore the full text of publica-
tions but consider their abstracts only. For some fields, this
might be sufficient as enough information is provided in
the abstracts. Other problems can possibly only be solved
looking into the full texts, as is the case with kinetic data
and models.

Futurework

Our main question at the moment is to find an explana-
tion for the drastic reduction in precision and recall from
the test to the validation set. It surely is an indication for
overfitting. Remarkably, however, smaller feature vectors,
i.e. consisting of less words taken into account for the text
classification, resulted in a drop of precision and recall as
well. We are looking forward to the results of a leave-one-
out validation test, which will show the variances of our
method.

We are approaching this problem from two directions.
First, we are implementing a leave-one-out validation to



test the dependency of the model from the specific collec-
tions for training and test. Second, we will apply cross-
validation for the parameter optimization. The final choices
for the c- and j-values and the feature vector length worked
best for the given data set sizes. We have no understand-
ing yet of how robust these parameters are with respect to
changing data sets. The size of the data set itself will be a
subject of variation in the further project.

Furthermore, we are investigating different classifica-
tion methods. First, we shall test SVM using other ker-
nel functions, such as a radial basis or a sigmoid kernel.
Additionally, we are implementing and optimizing a naive
Bayes classifier to be able to compare SVMs with other
approaches to document classification. It is an open ques-
tion whether specific classification algorithms would work
differentially well in different domains. To study this ques-
tion in a systematic fashion, we work towards a software li-
brary of algorithms for classification which will eventually
enable us to quickly prototype text mining applications.

Another point is the possible weighting of terms specific
to the field (in this context, common keywords from ki-
netic modelling data), either manually or automatically, to
improve the classifiers predictions.

As the annotated documents accumulate, we further-
more hope to improve the performance and accuracy of the
model learned by the different classifiers by sheer exten-
sion of the size of the training data.
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