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Abstract: Vast amounts of medical information are still recorded as unstructured text.
The knowledge contained in this textual data has a great potential to improve clinical
routine care, to support clinical research, and to advance personalization of medicine. To
access this knowledge, the underlying data has to be semantically integrated - an
essential prerequisite to which is information extraction from clinical documents.
A body of work, and a good selection of openly available tools for information extraction
and semantic integration in the medical domain exist, yet almost exclusively for English
language documents. For German texts the situation is rather different: research work is
sparse, tools are proprietary or unpublished, and rarely any freely available textual
resources exist. In this survey, we (1) describe the challenges of information extraction
from German medical documents and the hurdles posed to research in this area, (2)
especially address the problems of missing German language resources and privacy
implications, and (3) identify the steps necessary to overcome these hurdles and fuel
research in semantic integration of textual clinical data.

ACM CCS: Applied computing → Life and medical sciences → Health care information
systems; Information systems → Retrieval tasks and goals → Information extraction;
Applied computing → Document management and text processing → Document
preparation → Annotation

Keywords: medical text mining; information extraction; semantic information
integration

1 Introduction

The phenotype describes a patient’s observable physi-
cal characteristics and their pathological conditions. It
is encoded in the patient’s medical status and has been
recorded by physicians in a wealth of clinical notes and
data sheets for ages. Systematic use of such data may
carry both economic impact through the healthcare sy-
stem, and scientific impact by facilitating medical know-
ledge discovery from the wealth of available data and by
easing the selection and recruitment of patients for cli-
nical trials. It also promises to improve care options for
each single patient in daily clinical routine [24]. More
recently, phenotypic data is being shifted into a new fo-
cus with the trend towards personalized medicine [40],
initiated by the development of high throughput next
generation DNA-sequencing some 15 years ago. This
trend is rapidly changing the way we perceive medical
care: From a rather aggregate discipline where each pati-
ent receives a standard set of state-of-the-art treatments
for their respective diagnosis, into a highly personalized

discipline where each patient’s individual (genetic) profi-
le is potentially considered when choosing the best possi-
ble treatment [19]. With phenotypic data to complement
the, so far, largely genotype centered view on personali-
zed medicine, even more patients could benefit from this
medical paradigm shift and new research opportunities
could be unlocked. For instance, similarity search over
large collections of patient cases could be used to infer
options for further examinations or treatments [26] and
the combination of phenotypic and genetic data could
enable systematic research to reveal molecular mecha-
nisms of rare diseases [9]. However, while genetic in-
formation is digitally available in structured databases,
phenotypic information has traditionally been recorded
in unstructured text notes, and predominantly still is
today.

While phenotypic data thus has a great potential to
improve patient care and pathomechanism research in
various ways, several hurdles must be taken to allow
caregivers to make full use of such data and the know-
ledge to be mined from it - the most important of which
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Figure 1: Sample medical text with various types of enti-
ties highlighted, including personal information (purple), past
and current diagnoses (orange), symptoms (yellow), procedu-
res (green), findings (light green), anatomical sites (blue), and
negation (red). Relationships between entities are not shown.

is its semantic integration. In fact, one of the major
obstacles to data-driven personalization of healthcare is
the current state of how the overwhelming majority of
patient data is stored in clinical information systems:
as free form text notes [25]. To a certain degree, singu-
lar data points of care events are recorded in structured
form, such as billing information or blood sampling data.
Input of staccato exclamation-style phrases using non-
uniform abbreviations of medical terminology, however,
is often the preferred, because fastest way for clinicians
to record their findings [3]. As such, a prerequisite to
semantic integration of clinical data and documents are
semantic annotation of, and information extraction from
these free form text notes via natural language proces-
sing (NLP) techniques. Figure 1 shows a sample clinical
note with various types of entities highlighted.

Much research has been invested in NLP of biomedi-
cal and clinical documents in English, e.g., [14, 20, 38,
43, 48]. Precise NLP solutions are highly language and
domain dependent, and it is often not trivial to mo-
dify solutions that exist for one language to be used
for another. This makes it inevitable to re-evaluate, to
adjust, and often to (re)create approaches specifically
for a given language of application. Yet, for other lan-
guages, such as Danish, Finnish, French, Dutch, Swe-
dish, and German, much less published research work
exists, e.g., [1, 8, 27, 30, 45]. Research and development
of medical information extraction solutions in Germa-
ny is currently driven almost exclusively by commercial
efforts, such as ProMiner [21] or RadMiner [17], or high-
ly local applications at singular clinics, e.g., [18, 28, 49],
which are seldom published about in reproducible detail.
An independent investigation, development, and evalua-
tion of different approaches by the research communi-
ty is still largely missing, and much redundant effort is
being made due to a lack of shared resources.

The objectives of this review are (1) to describe the
challenges of clinical NLP and the hurdles posed to re-
search in this area, (2) to address the problems of mis-

sing German language resources and privacy implicati-
ons, and (3) to identify the steps necessary to overcome
these hurdles and fuel research in semantic integration
of textual clinical data. Following these objectives, Sec-
tions 2, 3, and 4 survey characteristics of clinical text,
point to existing solutions and resources, and enumera-
te essential cornerstones for clinical NLP research. We
conclude in Section 5.

2 Research Challenges

Information extraction from any kind of document re-
quires a number of processing steps, as sketched in Fi-
gure 2. These typically include general linguistic ope-
rations like detection of sentence boundaries, tagging
of terms or phrases by their part of speech (e.g., verbs
or noun phrases), and stemming, i.e., reducing inflected
words to their word stem. Following these preparational
steps, single terms or term sequences have to first be re-
cognized as relevant entities (named entity recognition,
NER), and then normalized to a unique identifier (na-
med entity normalization, NEN). This semantically an-
notates the entity and the document with the respective
concept linked to the chosen identifier. Algorithms for
relation extraction can then be applied to assess how the
extracted entities are semantically connected amongst
each other.

This task of information extraction poses a number of
challenges. From clinical documents, several types of
entities with different characteristics have to be pro-
perly recognized, normalized, and put into context,
such as diagnoses, symptoms, physiological conditions,
medication, procedures, anatomical sites, and genomic
mutations. Some of these include value-and-unit ex-
pressions (e.g., measurable physiological conditions like
blood pressure), while others may carry a modal adjunct
to qualify the respective finding (e.g., diagnoses mar-
ked as being finite, suspected, or possible alternatives).
Entities such as tumor classifications (TNM), on the
other hand, can often only be extracted from multiple
documents [53], which, even more, may need to be tem-
porally aligned by the extraction of date and time [10].
Additionally, up to approximately half of all clinical
conditions mentioned in medical documents are negated
due to the explicit documentation of excluded diagnoses
or treatment options [6]. Furthermore, clinical texts are
often not well formed, neither in terms of grammar,
nor in terms of vocabulary; instead, non-uniform abbre-
viations are concatenated to staccato exclamation-style
phrases, as exemplified in Figure 3 [46]. Sometimes,
these texts are not even recorded digitally in the first
place, but handwritten and scanned with often poor
OCR results. Standard NLP tools like sentence splitters
or part-of-speech taggers can not be used on such texts,
but solutions have to be developed which are tailored
to the specificities of the domain, possibly taking inspi-
ration from the aspects it shares with other domains,
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Figure 2: Common setup of NLP pipeline: Electronic health records (EHR) are de-identified and input to the text processing module
performing several subtasks including linguistic preprocessing, named entity recognition and normalization, and negation detection
to produce annotated text. Ontologies and dictionaries are used as resources for entity recognition and normalization.

such as social media messages from Twitter [33].

In other languages, especially English, many of the is-
sues enumerated above have been targeted and high
annotation quality for selected corpora of medical texts
has been achieved, e.g., [7, 14, 39, 43, 48]. The re-
spective systems often use dictionary- and rule-based
approaches, heavily relying on the availability of com-
prehensive lexica and ontologies for their target entities.
Important terminologies to be used for entity norma-
lization, however, have been originally developed in
English and their translations to other languages often
have a much lower coverage. Also, such ontologies are
usually proprietary. SNOMED-CT, for instance, as the
most widely used terminology incurs a license fee for
use in Germany1 - with no official German translation
available. For entity recognition, such broad classifi-
cations are also not sufficient because only subsets of
the terminology used in clinical documents are covered,
especially regarding acronyms and abbreviations and
their disambiguation [36]. For instance, the German
issue of the ICD-10 classification (which is used to code
diagnoses for billing purposes and of which, again, only
last year’s issue is available for research for free2) con-
tains no mention of the acronym PCP, frequently used
in clinical documentation to refer to a chronic disease of
the joints. Thus, existing sources for dictionary-based
annotation have to be largely enriched and complemen-
ted with synonym and abbreviation data.

The acronym PCP also highlights another difficulty
with clinical text, as the semantics of a given term often
depend on the organ context it is used in, i.e., the medi-
cal specialty the respective text stems from: When used

1 even for research
2 https://www.dimdi.de/static/de/klassi/icd-10-
gm/formate/index.htm

in the context of a pulmonary report, PCP instead re-
fers to a fungal infection of the lung. Similarly, the term
lymphocytosis may refer to a diagnosis of an increased
count of white blood cells, or merely describe a property
of the microscopy specimen retrieved in an examinati-
on. In this case, proper disambiguation again depends
on the organ context, but also on the type of document
the term is encountered in, e.g., either a full discharge
summary of a patients stay or a short text examination
report. Which of these specific contexts each potential
annotation applies to is highly important and must be
supplied to information extraction algorithms.

The clinical jargon used in a medical note not only de-
pends on the respective medical specialty and document
type, but also on the concrete individual institution:
The selection of synonyms and abbreviations used, and
grammatical style are strongly influenced by local insti-
tutional conventions [49]. While this observation is not
specific to the medical domain, it has to be considered
when evaluating reports of existing approaches: Local
solutions within singular institutions have been reported
to achieve highly accurate results [11, 28, 49] for a set
of target entities on a (typically small) local evaluation
corpus. Although these results are encouraging, they are
hard to extrapolate and compare to each other across in-
stitutions, as, often enough, different types of evaluation
metrics are used, neither the tools created, nor the cor-
pus trained or evaluated on are publicly available, and -
due to said institutional specificities - the generalizabi-
lity of the respective approaches and of their reported
performance is unclear.

3 Resources and Privacy Regulations

The most striking obstacle for German clinical NLP is
the absence of shared resources, both in terms of cli-
nical data, and of tools. While German issues of some
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Figure 3: Sample examination summary text including modal
DD to qualify differential diagnoses; translated from German.

important classifications of medical terminology, such as
ICD-10 for diagnoses, LOINC for tests, measurements,
and observations [13], or the NegEX negation lexicon [7],
can be obtained online (yet often with reduced covera-
ge), actual text data and domain-tailored applications
are not shared or even publicly announced. In fact, the
only openly available such resource we are aware of are
text analysis models for sentence splitting, tokenizati-
on, and part-of-speech tagging3 trained on the FraMed
corpus [11].

The FraMed corpus itself is not available, however, as it
contains sensitive clinical data. This showcases a funda-
mental hurdle of data provision in the medical domain:
One of the distinct problems with handling clinical da-
ta is the inherent danger of inflicting on the privacy of
patients. Both legal and ethical standards pose strong
requirements to patient data privacy and safety. Access
to clinical data is highly regulated and restricted, also
for research [44]. Data can often only be accessed on
hospital premises after lengthy negotiations and consul-
tations with data protection officers. Only data which
is fully de-identified or anonymized could be considered
for publication. The unavailability of tools for automatic
de-identification of German language texts and the pro-
hibitive cost of manual de-identification, in conjunction
with strong German data protection laws result in a near
complete lack of public data. As a consequence, an inde-
pendent, comparative evaluation of different approaches
on comprehensive test data is currently impossible and
the initial hurdle for starting research in German clinical
NLP and semantic integration is high: It requires to not
only get access to a sufficiently large data set of clinical
documents (either de-identified or confidential), but to
also collect manual evaluation data on these documents
with the help of medical professionals. The absence of
a sufficiently large and representative, publicly available
corpus of clinical documents and gold-standard annota-
tions for even a single type of entity is the most pressing
problem to be solved.

As for tool resources, on the other hand, neither the ap-
plications for medical information extraction created by
in-house efforts at specific clinics, e.g., [18, 28, 49], and
even less commercial applications, e.g., [21, 17], have be-
en released to the public. Correspondence with respecti-
ve authors of tools from the former class revealed that,
generally, sharing of these tools is possible and under
consideration. Yet, so far, we are not aware of any such
effort actually being made.

3 http://www.julielab.de/Resources.html

4 Research Roadmap

To best allow the (German) research community to en-
gage in the field of semantic integration of clinical docu-
ments, a number of steps are required which we enume-
rate in the following. We draw from successful solutions
in other disciplines, and practical considerations and ex-
perience regarding the specifics of the medical domain.

Corpus Creation. Only with a sufficiently representa-
tive corpus available to the scientific community, diffe-
rent approaches and tools become comparable. As such,
one of the foremost necessities is to provide both textu-
al data and its semantic annotations. In fact, we believe
that whenever research uses clinical data, every reaso-
nable measure should be taken to pursue contribution of
such data to the research community. Due to the afore-
mentioned intra-specialty and intra-clinical idiosyncra-
sies regarding textual characteristics, a corpus of medi-
cal documents would ideally be comprised of documents
a) from a variety of medical sub-disciplines to represent
different specialties, and b) from a number of different
institutions to incorporate different in-house colloquials.
When each such partition of documents is tagged with
its respective source, the influence of local particularities
can be pinpointed, and generalizable observations can
be derived. In the end, a German language clinical data
set comparable to the MIMIC II database [42] - cover-
ing more than 32,000 patients with over 700,000 clinical
notes - would be an invaluable asset for driving clini-
cal data research. Only with such large corpora, modern
machine learning methods become applicable, for exam-
ple, the use of word embeddings to solve the problem of
abbreviation sense disambiguation in clinical notes [52],
or to perform semantic annotation itself [32].

De-identification. Before clinical documents can be
publicly shared, they have to be carefully de-identified.
For sufficiently large quantities of documents, manual
de-identification is too costly. Algorithmic methods for
automatically performing such anonymizing operations
have to be established and evaluated for German lan-
guage texts. Again, numerous possible approaches ha-
ve been reported for English documents [29], typically
using rule-based and pattern matching approaches, ma-
chine learning approaches when large annotated corpora
are available, or even combined approaches [34]. A syste-
matic evaluation of 5 de-identification tools available for
English tested on the i2b2 [51] de-identification reference
corpus showed, however, that a fair amount of adaptati-
on is required for any de-identification tool to obtain ac-
ceptable results with new, unseen documents [12], even
within the same language. For evaluation, training and
adaption of such methods on German language text, an
initial, manually de-identified corpus will be inevitable.
To mitigate the cost of a fully manual effort, solutions
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inspired by approaches in other languages could provi-
de a starting ground to semi-automatic approaches with
iterative refinement of computational results by human-
provided feedback on algorithmic results, as sketched in
Figure 4.

Human Provided Semantic Annotations. For spe-
cific types of applications, such as abbreviation sense
disambiguation through word embeddings as mentioned
above, it is not even necessary (and not feasible) for the
corpus to carry gold-standard semantic annotations. For
the development and evaluation of semantic integration,
on the other hand, ground truth semantic annotations
have to be provided by human experts for each entity
type of interest. Several tools exist for this task [37],
which not only allow to identify singular entities, but
are also able to capture complex relationships as neces-
sary for aggregate annotations like tumor classificati-
ons. Despite these positive premises, our experience has
shown that the time medical research collaborators are
able to invest into providing a sufficient amount of an-
notations is highly limited. Clinical duties often leave
little room for assignments not directly related to pati-
ent care. Catering to this dilemma, tools for annotating
clinical documentation would thus ideally be tightly in-
tegrated into the clinical workflow itself: The physician
would record their clinical notes as usual, while an itera-
tively trainable system for semantic annotation of these
notes would automatically highlight detected entities in
the background. The resulting annotations could then
be instantly reviewed by the physician. Of course, such
a system would have to be unobtrusive and intuitive,
and not interfere with the regular workflow of patient
care.

Common Annotation Data Model. For represen-
tation and storage of annotations for a given text, a
data model is required. Such a data model typically en-
compasses information about the annotated mentions as
found in the text, the normalized entity identifiers these
mentions are annotated with, as well as extracted re-
lations between different entities. In a clinical medical
setting, the data model should also capture which algo-
rithm or human an annotation was created by, and the
institution, subdiscipline, and procedure the underlying
text stems from. Which data is captured, and how this
data is formatted and represented (e.g., tabular or as
XML, standoff or within the annotated text) depends on
the concrete data model used. Currently, virtually every
annotation tool employs its own data model [35]. This
heterogeneity greatly hinders interoperability between
different tools, comparison of annotation results, and
community creation of annotated corpora. Some sugge-
stions have been made towards common standards for
data models in clinical NLP, e.g., [15, 35], none of which
have found widespread adoption, yet. A satisfying solu-
tion to this challenge will only be found through broad

Figure 4: Annotation/Training-Cycle: Provision of annotations
by human experts which are used to train models and resources
used for text processing (see also Figure 2). Processed text and
automatic annotations are iteratively evaluated and submitted
to semi-automatic re-annotation by human experts to improve
annotation performance after re-training.

community discourse.

Shared Task Challenges. A major driver in various
areas of computer science research have been shared task
challenges. They not only raise awareness for a spe-
cific problem, but also concisely define such problems
and provide evaluation data for the participating teams.
Such shared tasks allow comparison of different approa-
ches in an objective manner, and could also serve as
a platform for discussing, evaluating, and establishing
community standards, e.g., for annotation data models.
In the related domain of bioinformatics, and in English
language medical NLP, repeated community challenges
like BioCreative [23], i2b2 [51], or Clinical TempEval [4]
have been established. Taking from these highly suc-
cessful initiatives, German medical text mining could
greatly benefit from such a shared task competition. As
a requirement to such an initiative, of course, suitable
corpora for given target entities or tasks would have to
be created - yet with the immediate bonus of their direct
use by the community. The annual focus on a particular
NLP target would, in turn, lead to a gradual extensi-
on of the overall corpus and annotation data available.
First studies even indicate that high quality annotati-
ons may be crowdsourced from the community of par-
ticipants itself, helping to overcome the ’ground truth
development bottleneck’, that may hamper such shared
efforts [50].

Dictionary Enrichment. Successful existing tools re-
ly on dictionaries to identify medical entities. As single
existing terminologies are often insufficient in their co-
verage of relevant entities and of terms used in clinical
jargon, these terminologies have to be enriched with syn-
onyms, abbreviations, and entities themselves. Options
for this task include the expansion of the available vo-
cabulary by integration of several ontologies [31], or the
use of statistical machine learning methods on raw da-
ta [52]. Inline with [49], our experience has shown that
especially expert annotations provided for even small
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collections of sample documents from specific examina-
tions can greatly improve annotation quality regarding
terms and wording not represented in standard termi-
nologies - for the respective source of documents [46].
As stated in Section 2, this observation makes it high-
ly desirable to capture which medical specialty and type
of documentation annotations within the (enriched) dic-
tionaries relate to. Of course, the lack of freely available
comprehensive ontologies, like SNOMED-CT, for Ger-
man (see Section 2), is a major obstacle to any anno-
tational effort. This current shortcoming may even ma-
ke it necessary to include English versions of these on-
tologies for initial, manual annotation. Associating the
German terms thus annotated with the identifiers lin-
ked to their English language counterparts in medical
terminology, extensions to currently insufficient existing
resources could be generated. Ideally, of course, the re-
sulting lexica should be shared with the community.

Shared Resource Library. In the related area of bio-
informatics, the open culture of sharing both data and
tools has fueled computer aided analysis which in turn
has come to speed biological discovery. Next to afore-
mentioned shared task initiatives, an online repository
of reusable applications, data sets, and data resources
will be necessary. Such a platform could take inspirati-
on from similar efforts such as GEO [2] or BioConduc-
tor [16] in the area of bioinformatics, or the myExperi-
ment repository of scientific workflows [41]. In myExpe-
riment, social features like shared tagging and rating, or
giving credit to original authors in derivative work are
coupled with the central aspects of versioned publica-
tion and retrieval of resources. Such sharing could also
include models and tools derived from, and trained and
tested on undisclosable corpora [22]. As stated above,
however, we do believe that only the availability of suf-
ficient original (de-identified) textual resources allows
for both fully independent development of approaches,
and fully independent (re)evaluation.

Automatic Data Privacy Classification and De-
claration. Analogous to methods of de-identification,
methods to automatically infer the privacy level of a
given clinical data set, e.g., with respect to its level of
k-anonymity [47], could help judge the constraints to
be imposed on sharing and processing of the respective
data set. This could especially allow to transfer some
of the data to cloud infrastructures for complex pro-
cessing - automatically evaluating policies for doing so
w.r.t. the privacy level of the data. Complementary de-
clarations of the maximum level of privacy at which a
given algorithm needs data for proper operation (i.e.,
to deliver meaningful results) could help to evaluate a
priori, whether, how, and under which circumstances a
given, possibly sensitive clinical data set can be analy-
zed. With increasing size of digital clinical data to be

processed, and increasing complexity of available algo-
rithms, such mechanisms will become highly relevant in
the foreseeable future.

5 Conclusion

In this survey, we have described the current obstacles
inherent to the area of information extraction from clini-
cal documents in German and have identified the major
steps we deem necessary to overcome them. We argue
that only a shared effort can generate results fast enough
and of sufficient quality to bring the value of semantic
integration to best use in the medical domain. The ad-
vent of publicly funded projects targeted at semantic
integration of clinical documents in Germany, such as
the BMBF funded i:DSem [5], is a good start, but for
sustained benefit to clinical NLP, an effort has to be
made to make both data and tools openly available to
the public.

In the short term, clinical decision support systems ba-
sed on semantically integrated information extracted
from electronic health records could provide instant be-
nefit for each single patient. Prospectively, in conjuncti-
on with genomic data, the phenotypic information mi-
ned could lead to completely new insights about how
genetic regions or singular mutations map to physical
representations [24]. To bring such benefits to patients
in German speaking countries, the research communi-
ty has to start making the necessary information, data,
and knowledge accessible now.
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Versorgungsforschung. 14. Deutscher Kongress für Ver-
sorgungsforschung, 2015.

[45] M. Skeppstedt, M. Kvist, G. H. Nilsson, and H. Dalia-
nis. Automatic recognition of disorders, findings, phar-
maceuticals and body structures from clinical text: an
annotation and machine learning study. Journal of bio-
medical informatics, 49:148–158, 2014.

[46] J. Starlinger, B. T. Schmeck, and U. Leser. Challenges in
automatic diagnosis extraction from medical examinati-
on summaries. CIKM Workshop on Web Science and
Information Exchange in the Medical Web, 2011.

[47] L. Sweeney. k-anonymity: A model for protecting priva-
cy. International Journal of Uncertainty, Fuzziness and
Knowledge-Based Systems, 10(05):557–570, 2002.

[48] D. Tikk and I. Solt. Improving textual medication ex-
traction using combined conditional random fields and
rule-based systems. Journal of the American Medical
Informatics Association, 17(5):540–544, 2010.

[49] M. Toepfer, H. Corovic, G. Fette, P. Klügl, S. Störk,
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[51] Ö. Uzuner, B. R. South, S. Shen, and S. L. DuVall. 2010
i2b2/VA challenge on concepts, assertions, and relations
in clinical text. Journal of the American Medical Infor-
matics Association, 18(5):552–556, 2011.

[52] Y. Wu, J. Xu, Y. Zhang, and H. Xu. Clinical abbre-
viation disambiguation using neural word embeddings.
ACL-IJCNLP 2015, page 171, 2015.

[53] W.-W. Yim, S. Kwan, and M. Yetisgen. In-depth an-
notation for patient level liver cancer staging. In Sixth
International Workshop on Health Text Mining and In-
formation Analysis (LOUHI), page 1, 2015.

Dr.Ing. Dr.med. Johannes Star-
linger is a Research Associate at the
Department of Computer Science at
Humboldt-Universität zu Berlin. After
studying medicine at Medical Universi-
ty of Vienna, and Computer Science at
HU-Berlin, he joined the DFG-funded
SOAMED graduate program in 2010
to research service-oriented architectu-
res in a medical area of application.
He received his PhD from HU-Berlin in
2015. Johannes’ current research focus
is on similarity search over data rele-
vant to the biomedical domain, inclu-

ding scientific workflows, genomic, and medical data.

Address: Humboldt-Universität zu Berlin, Institut für In-
formatik, Unter den Linden 6, 10099 Berlin, Germany,
E-Mail: starling@informatik.hu-berlin.de

Dr.rer.nat. Madeleine Kittner stu-
died chemistry at TU Berlin and Uni-
versity of Strathclyde Glasgow. In 2011,
she received a PhD in biochemistry from
Universität Potsdam, Germany. She has
experience in analyzing transcriptomics
data, signaling pathways and text mi-
ning of Dutch medical records. Current-
ly, she is a research associate at the
Department of Computer Science at
Humboldt-Universität zu Berlin focu-
sing on text mining of biomedical do-
cuments.

Address: Humboldt-Universität zu Ber-
lin, Institut für Informatik, Unter den Linden 6, 10099 Berlin,
Germany, E-Mail: kittnema@informatik.hu-berlin.de

Dr.med. Oliver Blankenstein is a
pediatrician at the Department of Pe-
diatric Endocrinology and Diabetology
and the head of the Newborn Scree-
ning Laboratory at Charité Univer-
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