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1 Background

The number of patent applications is growing steadily over the years. In
the year 2014, the U.S. Patent and Trademark Office registered 615,243
filed patent applications. In the year 2000, the number was only as high
as 315,015 [1]. In order to efficiently process and search those applications,
patent documents are annotated with the different areas of technology to
which they belong.

This process of annotating the documents can be automated with soft-
ware systems. Given a patent document and a patent classification scheme,
such systems automatically produce suggestions for annotations [2]. Typi-
cally, this is achieved by using a machine learning-based classification algo-
rithm trained on a set of annotated patents.

The predominantly used annotation scheme is the International Patent
Classification (IPC) [3]. The IPC’s structure is hierarchical: It is comprised
of a tree of categories with height 13 [4]. For example, a patent could be-
long to the categories (1) physical analysis of biological material, (2) physical
analysis of liquid biological material, and (3) physical analysis of blood [3].
Here, (2) is a subcategory of (1) and (3) is a subcategory of (2). Other patent
classification have a similar hierarchical layout [5].

This hierarchical structure poses an interesting challenge for automated
patent classification. As opposed to many other classification problems, a
classifier would have to take a hierarchy of target classes into account.
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2 Goals

In this thesis, we study the problem of hierarchical classification in a specific
set of patents. We focus on two goals:

Survey We will provide an extensive survey of methods suitable for the
defined task. In particular, we will focus on the fact that there are
many possible ways to handle the hierarchy of classes and group the
portrayed approaches accordingly.

Evaluation We will choose two to three of the surveyed methods and bench-
mark those on our data set. The choice of methods will be guided by
at least two factors: (1) Promising results on similar tasks and (2)
approaches differing from each other.

3 Related Work

3.1 Surveys

There are at least three works that are relevant in the context of this thesis:
[2] provides an extensive survey of hierarchical patent classification. It

focuses on the aforementioned classification scheme IPC. It lists results of
many methods for tasks in which patent documents have to be annotated
with IPC categories. Furthermore, the authors present a detailed framework
for grouping approaches of automated hierarchical patent classification.

[6] gives a comprehensive framework for hierarchical classification. It
identifies the major differences between known approaches and provides a
detailed review of previous work in this field. It is a bit dated and thus
misses some more recent approaches like [7].

[8] is an exhaustive survey of approaches to patent classification. It in-
cludes a listing of different methods from a bird’s eye view and a detailed
section on software systems for patent and text classification. The hierarchi-
cal nature of the problem is treated as one of many issues to be considered.
Obviously, it misses approaches that were published after 2002.

3.2 Competitions

There have been at least two series of competitions including Patent Classi-
fication:

The NTCIR workshops held in 2005, 2006/07, 2007/08, and 2009/10
had two different tasks including Hierarchical Patent Classification. One
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was the classification of patent documents with a taxonomy employed by
the Japan Patent Office [5] [9]. The other one was to train classifiers for
IPC with patent documents and then use those trained classifiers to classify
research papers [10] [11]. The results from the most recent workshop [11]
indicate that for levels close to the root good results can be achieved (0.8
MAP at subclass level and 0.64 MAP at main group level). At deeper levels,
significantly worse results are to be expected (0.45 MAP at subgroup level).

The CLEF-IP track included two tasks in which patent documents
had to be classified according to IPC [12] [13]. The tasks differed only in the
used sub-hierarchy of IPC. Results from [13] provide further support for the
hypothesis that the task difficulty increases rapidly with the level depth.

4 Training and Evaluation Corpus

We will evaluate the chosen methods on a corpus of patent documents which
are classified according to the Cooperative Patent Classification (CPC) [14].
The CPC is a hierarchical classification scheme whose main part can be rep-
resented as a tree. Additionally, there are codes providing extra information
which are no nodes of the tree. Those will be disregarded in the context of
this thesis.

Because of some properties of the data, using the whole set for evaluation
would lead to problems. Thus, we will choose a subset of the data in which
the problematic properties are present to a lesser extent.

The features of the data set which we seek to avoid are the following:
There is a huge amount of data. Over 800,000 documents are annotated

with over 181,000 distinct categories.
The hierarchy tree has depth 16 and data gets extremely sparse at deeper

levels. On average, there are only 8.1 documents per leaf-node category
whereas at the fourth level there are 42.8 (without counting documents from
lower levels) per node.

The distribution of examples per category is highly skewed. At the fifth
level of the hierarchy, there are 39.4 documents per category with a maximum
of 11115 and a minimum of 0 (disregarding lower level documents). The
standard deviation is 142.5. Other levels show similar characteristics.

As coping with those characteristics lies beyond the scope of this thesis,
we will only consider an appropriate subset of the data. We will focus on a
sub-tree of the original category tree which will be less broad and less deep
than the full tree.
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5 Methodology

For the survey, we are going to use the frameworks provided by [2] and [6] to
classify the different approaches from the literature. We will cluster similar
techniques and focus on problems which are similar to the one we study in
this thesis.

For the evaluation, we will split the provided data set into two parts. One
will be used for training and cross validation and the other one for the final
evaluation of our trained models. We will compare cross validation and final
test results for the selected set of methods. While constructing the models,
we are going to use as many of the options given by [2] as possible. This will
most likely include variations in features, preprocessing, feature selection,
feature weighting, and feature extraction cf. [2].

6 Feasibility

We identified three issues which need to be addressed in order to successfully
complete the proposed thesis:

Many methods As mentioned before, there are many different methods for
Hierarchical Patent Classification. In order to provide an exhaustive
survey, we will have to consider many different texts and this will
probably be quite time consuming. One solution might be to cluster
the methods and then to discuss only representatives of the resulting
groups.

Data sparsity We expect data to become very sparse at some level of the
class hierarchy. This problem needs to be solved to successfully train
complex models. Possible solutions include special methods to con-
struct training data from the hierarchy (cf. [6]) and using simple mod-
els which do not require that many data points.

Multi label In IPC, one patent document may belong to several unrelated
categories [3]. Evaluation scheme and evaluated methods have to in-
corporate this.
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